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Abstract The present paper considers the group analysis of extended (1 + 1)-dimensional
Buckmaster equation and its conservation laws. Symmetry operators of Buckmas-
ter equation are found via Lie algorithm of differential equations. The method of
non-linear self-adjointness is applied to the considered equation. The infinite set
of conservation laws associated with the finite algebra of Lie point symmetries of
the Buckmaster equation is computed. The corresponding conserved quantities are
obtained from their respective densities. Furthermore, the similarity reductions cor-
responding to the symmetries of the equation are constructed.
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1. INTRODUCTION

Partial differential equations (PDEs) form the basis of many mathematical models
of the physical, chemical and biological phenomenon, and more recently their appli-
cations have spread into economics, financial forecasting, image processing and other
fields. Symmetries and conservation laws belong to the central studies of non-linear
evolutional equations. Specially, one non-linear PDE is believed to be integral in the
sense that it possesses an infinite number of symmetries or conservation laws. Be-
sides, one can construct one or more conservation laws from one known symmetry,
but almost all the conservation laws of PDEs may not have physical interpretations
except for several well-known cases, such as the invariance of the spatial transfor-
mation ensures the conservation of momentum and the invariance of the temporal
transformation guarantees the energy conservation.

In this paper, the Lie point symmetry method is used for solving a non-linear PDE.
In fact, some linear and most non-linear differential equations are virtually impossible
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to solve using exact solutions, so it is often possible to find numerical or approximate
solutions for such type of problems. The main goal of this paper is to analyze the
symmetry properties of the (1+1)-dimensional Buckmaster equation:

Up = (u4)m + (u?) g (1.1)

The Buckmaster equation is used in thin viscous fluid sheet flows and has been widely
studied by the various methods [6]. The dynamics of thin viscous sheets reveals a
number of interesting phenomena such as draw resonance or buckling. Buckling is
an instability that occurs in thin bodies when longitudinal compression exceeds a
well-defined threshold and makes the body bend out-of-plane. Purely viscous two-
dimensional sheets have been considered by Buckmaster, Nachman, and Ting (1975)
(referred to hereafter as BNT) and Wilmott (1989), and the onset of buckling in a two-
dimensional sheet impinging on a plate is considered by Yarin and Tchavdarov (1994).
The linear stability of a viscous sheet subjected to shear was treated by Benjamin and
Mullin (1988). Models for axisymmetric viscous sheets have been derived by Pearson
and Petrie (1970) and Yarin, Gospodinov, and Roussinov (1994). A fully non-linear
model for the evolution of a three-dimensional sheet of arbitrary geometry has been
derived by Howell (1994) and applied to the blowing of glass sheets by van de Fliert,
Howell and Ockendon (1995).

The goal of this paper is to illustrate available methods of flux construction for
Eq. (1.1). For this purpose, three different methods are applied including Noether’s
theorem, direct and Herman-Poole method. The paper is organized in the following
manner. It is shown that the Buckmaster equation is non-linearly self-adjoint and
then the Lie point symmetries are computed. Using this property and applying the
theorem on non-local conservation laws the conservation laws corresponding to the
symmetries of the equation in question are calculated. Finally, similarity reductions
and explicit solutions are derived.

2. NON-LINEAR SELF-ADJOINTNESS

The construction of conservation laws demonstrates a practical significance of the
non-linear self-adjointness [5, 9, 10]. The general concept of non-linear self-adjointness
is suggested here. Let us consider a system of m—differential equations (linear or non-
linear)

Fa (x,u,u(l),”-,u(s)):(), O[:l,"',m, (21)
with m-dependent variables u = (u!,--- ,u™). Egs. (2.1) involve the partial deriva-
tives u(1), -+ ,u(s) up to order s.

Definition 2.1. The adjoint equations to Eqgs. (2.1) are given by

. oL
Fa (if,u,'U,'LL(l),’U(l),"' 7u(s)7v(s)) = (Suio‘j a=1,---,m, (22)
[c[v]
EE
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where L is the formal Lagrangian for Egs. (2.1) defined by

£=U’8FgEZUBFB. (2.3)
=1
Here v = (v!,--- ,v™) are new dependent variables and V(1)," ", V() are their deriva-
tives, e.g. vy = v, v = D;(v®). We use 6/6u® for the Euler-Lagrange operator
5 ) o
- = —1)*Dy, ---D;. ———, =1,---,m. 2.4
The total differentiation is extended to the new dependent variables:
D a+aa+aa+aa+aa+
i = = +u; v — F Uy —— + v
oxt ou® v 7 Oug T ovg

For a linear equation L[u] = 0, the adjoint operator defined by (2.2) is identical
with the classical adjoint operator £*[v] determined by the equation vL[u] —ul*[v] =
D;(p®). Now let us investigate the Eq. (1.1), for non-linear self-adjointness. Consider
the Buckmaster equation in the expanded form

F=uwu — 4ulug, — 12u2u926 — 3uluy. (2.5)
Using its formal Lagrangian
L= (ut — APy — 120U — 3u2uw) ) (2.6)
The following adjoint equation is obtained to Eq. (1.1)
F* = —v; — 40, + 3uv,. (2.7)

Eq. (1.1) is said to be non-linearly self-adjoint if the Eqgs. (2.5) and (1.1) can be
related by the equation F* = AF after the substitution v = (¢, x,u) with a certain
function ¢ # 0. Here A is an undetermined variable coefficient; it will be found in the
process of calculations. Thus, the non-linear self-adjointness condition is written by

— v — duBug, + 3ulu, = A (ut — Py, — 12u2ui — 3u2uz) , (2.8)
where one makes the following replacements of v and its derivatives:
UZ(,O(L.LU), Ut:Dt((p)7 UI:DI(W% UIT:DQQZ(QP)'

After this replacement Eq. (2.8) should be satisfied identically in the variables
t, T, u, Us, Uy, Uzpy. Let us express the derivatives of v involved in the adjoint equa-
tion (2.7) in the expanded form,

Vg = Qully + Pty Vg = Pullp + P,

and substitute them in the left side of Eq. (2.8). The comparison of the coefficients for

ut in both side of Eq. (2.8) yields A = —¢,,. Then the comparison of the coefficients for

Uze leads to the equation —4uug,p, = —4udug.A. It follows from these equations

that ¢, = 0, hence, ¢ = p(t,z), and A = 0,v; = @, V0 = Qur. Now Eq. (2.8)

becomes to —p; — 4u3gom + 3u2gom = 0. It yields that ¢y = 0, = 0,9z, = 0.

The general solution of the above system is easily found and provides the following
[c]v)
BEE
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substitution v = C. We demonstrated that Eq. (1.1) is non-linearly self-adjoint via
Definition 2.1 and that the substitution v has the form v = C.

3. LIE SYMMETRY ANALYSIS OF THE BUCKMASTER EQUATION

Symmetry plays a very important role in various fields of nature. Lie method
is an effective method and a large number of equations are solved with the aid of
this method. There are still many authors who use this method to find the exact
solutions of non-linear differential equations. Since this method has powerful tools
to find exact solutions of non-linear problems. For example, when we are confronted
with a complicated system of PDEs or ODEs, it is interesting to find a vast set of
exact solutions for the given system via a systematic method with no limitation, this
would be done by using Lie’s symmetry as an analytic applicable method. The general
procedure to obtain Lie symmetries of differential equations, and their applications to
find analytic solutions of the equations are described in detail in several monographs
on the subject (e.g. [8, 13]) and in numerous papers in the literature (e.g. [11, 12,
15, 16, 17]).

In this section, the Lie point symmetries of the Eq. (1.1) are obtained by using
the standard Lie algorithm. The one-parameter continuous groups of equivalence
transformations have the form:

t=1t(t, z,u), T =Z(t,z,u), a = a(t,z,u),
and map the Eq. (1.1) into the following equation:
;= (")zz + (0°)a. (3.1)
The vector field associated with the above group transformations can be written as
0 0] 0
X =1t — t — t —.
T( ?x)u)at +€( 7x?u)ax +77( ?x’u)au
The second prolonged generator of X with respect to the derivatives involved in Eq.
(2.5) is
0 0

0 0
tno-t o — t ey — +Newy—

0 0
x©@ — 2= =
Tar ¢ ou Ouy Ouy Opy

ot ox

where
ni = Di(n) — ua(Di€) — we(Di),  nij = Dj(mi) — ua;(D;€) — ugi(D;7),
are the coefficients of prolongation. Eq. (2.5) admits X as a symmetry if the following
condition is satisfied
X®p  =o. (3.2)
F=0

The invariance condition (3.2) gives the following determining equation:

e — 6nugu — 24nuui — 24, umu? — 12nugau® — 3ngu? — dnyu® = 0. (3.3)

The solution of the expanded form of this linear system of PDEs gives the symmetry
Lie algebra of the Buckmaster equation which is spanned by the following generators:

0 0 0 0 0
X1—§, Xz—%, X3—t§—x%_“%~ (3-4)
[c[v]
EE
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The one-parameter groups G; generated by the X; are given in the following table.
The entries give the transformed point exp(eX;)(t, z,u) = (¢, &, @):

Gi:(t+ez,u), Go:(t,x+eu), Gs:(tef,ze  ue °).

Since each group G; is a symmetry group, exponentiation shows that if u = f(¢,z) is
a solution of the Buckmaster equation, so are the functions

uV = ft—ex), u? =ft,z—e), u® =efle tex),

where € is any real number. The groups GG; and G5 demonstrate the time and space-
invariance of the equation, reflecting the fact that the Buckmaster equation has con-
stant coefficients. The well-known scaling symmetry turns up in Gs.

4. CONSERVATION LAwS PROVIDED BY LIE POINT SYMMETRIES

Noether showed that if one PDE has a point symmetry of the action functional
(action integral), then one obtains the fluxes of a local conservation law through
an explicit formula that involves the infinitesimals of the point symmetry and the
Lagrangian (Lagrangian density) of the action functional [3, 4].

Consider the Lagrangian action principle of the form:

Tl = [ £latutuug e (4.1)
R
At a critical point, the action is stationary, i.e.;

5J:J[u+ev]—J[u]:/ 0Ldx =0,
R

where
6L = Llu+ ev] — Llu] = € (vVEy(L) + D;C*[u, v]) + O(€?). (4.2)

Thus, the critical point requirement §J = 0 is satisfied if the u®s satisfy the Euler-
Lagrange equations:

oL oL oL oL

i i ijk
oL
-+ (=1)*Dy,---D;, <8u°‘>: ., a=1,---m, (4.3)

(e
BE
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where D;C%s vanish on the boundary dR of the domain R. In (4.2) the boundary
vector C*[u,v] is given by

; oL oL oL
i — | = _p. | == . Edadiy I
C'u, v] v lﬁuj D; <8u7]> + D;Dy, (au"y‘ > ]

oL oL oL
= D) oy [ ) -
8uzj k <8u7]k> Lk <8u;yjkl> ]

oL oL
oy —Ds <8u7 ) e

ijks

-
+vj

v
+vjk

Theorem 4.1. (Noether’s theorem): If the action (4.1) is invariant under a
generalized Lie transformation & = x + €£* + O(€2?),u™ = u® + e¢® + O(€2), then for
any solution u of the Euler-Lagrange equation E.,[L] = 0, there is a corresponding
conservation law:

Di(C'u, W] + £L) = 0. (4.4)
Let us introduce the notation z' = t,2? = « and u' = u. Thus, a conservation law

corresponding to the operator (2.4) has the form

=0, (4.5)

[Dt(cl) +Dw(02)] )(1.1) B

where means that the equation holds on the solutions of the Eq. (1.1). Since

the maximum order of derivatives involved in formal Lagrangian £ given by Eq. (2.6)
is equal to two, this formula is reduced to

oL oL
dug (m)

where W& = n® — ¢&J uf, is the characteristic of the symmetries. The above formula
must be applied to the symmetries (3.4) for computations. Invoking that the Eq.
(1.1) is non-linearly self-adjoint with the substitution v = @(t,z,u) = A, we will
replace in C? the variable v with u. Thus, two conserved vectors arrived for the Eq.
(1.1). Since the formal Lagrangian (2.6) vanishes on the solutions of the Eq. (1.1), we
can omit the term £'£ and the take formula for the conserved vector in the following

form:
oL oL
_ D, | 2=
oud J <8u%>

Using in (4.6) the expression (2.6) for £ and eliminating v with constants A, we obtain

C'=WA, (4.7)
C? = W[—24vu*u, A — 3u* A — D, (—4u® A)] + D, (W) (—4uA).

oL

Ct=¢L+We
(9u§"j

+ D;(W*e)

)

oL

«
auij

cl=w*" + D;(W*®) : (4.6)

(&)
EE
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4.1. Conservation Laws via X;. The operator X = % with characteristic W =
—uy gives the conserved vector C' = (C*, C?) such as

C' = — Ay, C?2=A (12u2umut + 3uu; + 4u3um) . (4.8)

Now we continue with the following less trivial and useful operation with conserved
vectors. Let

CHa = Cl 4 Dy(H?) + - + D, (H™). (4.9)

Thus, the conserved vector C' = (C*,C?,--- ,C™) can be replaced with the equivalent
conserved vector

C=(C,C?--,Cm) =0, (4.10)

with the components
Cl, C?2=C?+Dy(H?),---, Cm=C™+Di(H™). (4.11)

The passage from C' = (C!,C?,--- ,C™) to the vector (4.10) is based on the commu-
tativity of the total differentiation. Namely, we have

D1Dy(H?) = DoD1(H?), D1D,(H") = D,D:(H"),

and therefore the conservation equation (4.5) for the vector
C = (C',C?,--.,C™) is equivalent to the conservation equation

[Di(C¥)](1.1y = 0.

Now the differential conservation equations (4.8) will be written to an equivalent form
by using the operations (4.9)-(4.11) of the conserved vectors. Namely, let us apply
these operations to the conserved vector (4.8). Noting that C1 = — Auy —wug, + Dy (uy),
and using the operations (4.9)-(4.11) we transform the vector (4.8) to the form

Cl = —Auy — Uiz, C2=A (12u2uxut + 3uuy + 4u3utz) + U, (4.12)

if the differential conservation equation rewritten with the vector (4.12), the following
equation is obtained:

Dt(él) + DI(Cb) = Auy — Uty + 24Auutui + 1240 ustt gy + 24 AU Up Uty

+6Auugur + 3Au%ury + 1240 upury + 4AUR Uryy + Uty

(2.5)

4.2. Conservation Laws via X5. Similarly the symmetry X = % with character-

istic W = —u, of the Eq. (1.1) provides the conserved vector C = (C*!,C?) with
components

C! = —Au,, C?=A (12u2ui + 3uu, + 4u3um) . (4.13)

Note that if C* = — Auy — Uz + Dy (uy), by transferring the terms of the form D, (- -)
from C! to C? we obtain

Cl = —Auy — uyy, C2=A (12u2ui + 3uu, + 4u3um) + Uy (4.14)

(e
BE
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4.3. Conservation Laws via Xj3. Finally the symmetry X = ta% — x% - “a% of

Eq. (1.1), gives the characteristic function W = —u — tuy + zu,. So, one can obtain
the conserved vector C' = (C', C?) with components

C' = A(—u — tuy + 2uy),
C? = A(12vu, + 3u® — 12202 — 3zuu,
+12tutupuy + 3tutuy — deudug, + dtudug,). (4.15)

It is clear that they are involve an arbitrary solution A of the adjoint system (2.7),
and they present an infinite number of the conservation laws.

5. DIRECT METHOD FOR CONSTRUCTION OF CONSERVATION LAWS

A more general systematic method of constructing local conservation is laws called
the direct method [1]. Within this method, one seeks a set of local multipliers (also
called integrating factors or characteristics) depending on independent and dependent
variables of a given system of PDEs and derivatives of dependent variables up to some
fixed order.

Consider a system (2.1) of N—PDEs of order k¥ with n—independent variables

x = (x!,--- ,2") and m—dependent variables u(x) = (u'(z), -+ ,u™(x)), given by

Folu] = F(z,u,0u,--- ,up)) =0, o=1,--- N. (5.1)

In general for a given system of PDEs, non-trivial local conservation laws arise from
linear combinations of the equations of the PDEs with multipliers that yield non-
trivial divergence expressions. By their construction, such divergence expressions

D;®'[u] = D1 ® [u] + -+ D, ®"[u] =0, (5.2)

vanish on all solutions of the system of PDEs. In (5.2), D; is the total deriva-
tives with respect to x; and ®‘[u] = ®%(x,u,du, - - JUGry), i = 1,--- n, are called
the fluxes of conservation laws. In particular, a set of multipliers {A,[U]}Y_; =
{As(z,U,0U,- -+ ,Uy))}5_, yields a divergence expressions for system of PDEs F[u]
if the identity A,[U]F?[U] = D;®'[U], holds for arbitrary functions U(z). Then, on
the solutions U(z) = u(z) of the system (5.1), if A,[u] is non-singular, one has the
local conservation laws

AL[UF°[U] = D;®'[U] = 0.

Theorem 5.1. A set of non-singular local multipliers {A,(z,U,0U,--- , U)o,
yields a local conservation law for the system (5.1) if and only if the set of identities

EUJ(A0($,U,8U,"' ,U([))FJ($,U,8U,"' ,U(k)))EO, j:1,~~m, (53)
holds for arbitrary functions U(x).

The set of Egs. (5.3) yields the set of linear determining equations in order to
find all sets of local conservation law multipliers of the system (5.1) by considering
multipliers of all orders £ = 1,2, - - -. Since Eqgs. (5.3) hold for arbitrary U(z), it follows
that one can treat each U* and each of its derivatives U/, Ui‘;, etc. as independent
variables along with z*, and consequently the linear system of PDEs (5.3) splits into
B
EE
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an over-determined linear system of determining equations whose solutions are the
sets of local multipliers {A, (2, U, U, - - - ,Uy))}2, of the system (5.1).
This method is applied to obtain the local conservation laws of Eq. (1.1). Suppose

Flu] = us — 4uug, — 120%u? — 3uu,. (5.4)

We seek all local conservation law multipliers of the form A = £(¢,z,U) of the PDE
system (5.4). In terms of the Euler operators

B) B) B B
By=+~—Diyn— — Dy + Dy,
VT ou  Tton, ou, + OU 1

the determining Eqs. (5.3) for the multipliers (5.5) become
By [&(t,2,U) (u — 40’ uge — 120°u2 — 3uPu,)] =0, (5.5)

where U(t,z) is an arbitrary function. The solution £(¢,z,U) is the local multi-
pliers of all non-trivial local conservation laws of zero-th order of the Buckmaster
Eq. (5.4). Solving the above determining equation yields A = C where C is con-
stant. The zero-th order conservation laws are true and we avoid to express them.
Next consider first order multipliers, i.e., A = A(t,z,U,U;,U,) and second order
A= A(t,x,U, U, Uy, Uy, Uz, Ug). We can find the first and second order conserva-
tion laws from these multipliers by the amended method. See Tables 1 and 2 for the
results.

TABLE 1. Fisrt order local conservation laws

Density [ Fluxes [ First order conservation laws
—TUy — U TUL Di(—zuy —u) + De(zur) =0
—tug tur +u Di(—tuz) + Dg(tus +u) =0

—2zt x? Dy
x2 12 Di(22) + Dy (t?) =0
t2 -2zt | D

x—t —t+x Di(x —t)+ Do(—t+2)=0

D
D

—Ug ut

—UlUg Ut

6. HEREMAN-POOLE METHOD

One method to investigate the complete integrability of a system of PDEs is to de-
termine whether the system has infinitely many conservation laws. While developing
a method for computing conservation laws of non-linear PDEs in (1+1)-dimensions,
the authors needed a technique to symbolically integrate expressions involving un-
specified functions. Mathematica’s integrate function often failed to integrate such
integrands, in particular, when transcendental functions were present. The compu-
tation of conservation laws of non-linear PDEs in multiple space variables requires
a tool to invert total divergences. The homotopy operator used in the proof of the
exactness of the (bi-)variational complex can do the required integrations. In the
case of complicated forms of multipliers and equations, for the inversion of divergence
operators, one can use homotopy operators that arise in differential geometry and

(e
BE
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TABLE 2. Second order local conservation laws

Density Fluxes [ Second order conservation laws
—Utg Utt D¢(—utz) + Da(ugt) =0
—UzUzz 2UuzUts Dt( uzuzz) + Dz(2uzut:v) =0
—XTUpr — Uz TUts Dt( TUgz — Uz) + D (zuiz) =0
tugy ture + Uz (“zz) + D, (utl‘ + ua:) =0
—Ug Uty — UtUza —UgUtt + Uttte | Di(—UzUte — UtUzz) + Dz (uzutt + ututs) =0
— XUty — Ut TULt D¢(—zute — ut) + De(zue) =0
—tutz + Uz tugt D¢ (—tute + uz) + Do (tuge) =0
— Uz — U2 Utz + Uglg Di(—uttzz — u2) 4+ D (uttie + utug) =0
—Ulte — Uzl uugt + uf Di(—wutz — ugut) + Do (uuge +uf) =0
— XUy — U TUL D¢(—zuy —u) + Dg(zur) =0
—tug tus +u Di(—tugz) + Dg(tus +u) =0
UtUta —UpUtt D¢ (ututz) + Da(—utuer) =0
—Uzz Utz Dt( uzz) + Da:(utz) =0

reduce the problem of finding fluxes to a problem of integration in single-variable
calculus. We begin this part by a brief definition of a homotopy operator [7, 14].

Definition 6.1. Let 2 be the independent variable and f = f(x,u™)(z)) be an
exact differential function, i.e. there exist a function F such that F = D, !f. Thus,
F is the integral of f. The First homotopy operator is defined as

HE A
0\ j=1

where u = (ul, -, u?, N). The integrand Z,; () (f), is defined by
M s
Of
k i+1
Tuolh) = 3 (S -2 ) 2
k=1 km

where Mf is the order of f in dependent variable u? with respect to x. The homotopy
with A\g = 0 is used, except when singularities at A\ = 0 occur.

Definition 6.2. Let f = f(t,z,u®)(t,z)) be an exact differential function involving
two independent variable (¢,x). The second homotopy operator is a vector operator

w)(f) Hu(t a:)(f)) , Where

Hy () = /AD

i) = [ Z Do (1) | Pl % (62)

with two components <Hi(t’

S )| B2, (61)

j=1

The t—integrand, Z? i (t, I)(f), is defined as

Iﬁj(t,z)(f) =
B
EE
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M{ Mg kl 1 k2 af
t kl—il—l _ k}2—i2
3 50 (52 52 s cpgpoitonn) 2L

k1=1ko=0 i1=0 i2=0 th1 k2
(6.3)
with combinatorial coefficient
i1+i2) (k1+ko—i1—iz—1
B* = B(iy,i2, k1, ko) = ( - )((klf;cz)“ )
k1
Similarly, the z—integrand Z}; , z)(f), is given by
Iffj(t,z)(f) =
M{ M3 k1 ko—1
—11 2—ig— af
3] D T
k1=0 ka=1 \iy=0 iz=0 Wiky gho
(6.4)

where

ARG
(")

Bm - B(i17i27k17k2) -

The usual homotopy operator with A\g = 0 applies when (6.1) and (6.2) converge.
However, due to a possible singularity at A = 0; (6.1) and (6.2) might diverge for
Ao — 0: This can occur with rational as well as irrational integrands. In such cases,
one can take \g — oo or, alternatively, evaluate the indefinite integral and let \g — 1.

Using homotopy operator Div~! is guaranteed by the following theorem.

Theorem 6.3. Let f = f(t,z,u™)(t,z)) be exzact, i.e. f = DivF for some F =
F(t,z,u™-V(t,z)). Then, F = Div='(f) = (’Hjj(t’m)( P M f)).

Each of the multipliers A, = &, found in the direct method produces a conservation
law as D, ¥ 4+ D,®* = 0 with the characteristic

D' + D, ®" = ¢, (F).

So we can find flux and density of the Eq. (1.1) by using the multiplier A = £ = C
found in the direct method. Once we have one component of the conservation law,
e.g., the density or a component of the flux, the remaining components could be
computed using the homotopy operator. For calculating flux (®) and density (¥)

for each coefficient A; use second homotopy operator (’HZ(M)( F) Mo f)) For

¢ =1, by using (6.3), we compute Ifn(t,x)(f) = u. Likewise, by considering (6.4), we
oo
BE
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compute Z7; , . (f) = —16u’u, — 3u®. Then by using (6.1) and (6.2), we have

uJ

! dx LodA
V=M (D = [ ToaNF = [ 05 = (65)
. v d\ ! d\
® = Wi (D) = [ TP = [ (10000000, —330) S
= —4udu, —ud. (6.6)

Now we see that the conservation laws corresponding to multipliers £ = 1 for system
Eq. (1.1) is given by: Dy(¥) + D (®) = uy — 12uu? — 3uu, — duduy,.

7. SIMILARITY REDUCTIONS

The first advantage of symmetry group method is to construct new solutions from
known solutions. To do this, the infinitesimals are considered and their corresponding
invariants are determined. The Buckmaster equation is expressed in the coordinates
(t,xz,u), so the problem of reduction this equation is to search for its form in specific
coordinates. Those coordinates will be constructed by searching for independent in-
variants (r, V) corresponding to an infinitesimal generator. So using the chain rule,
the expression of the system in the new coordinate allows us to the reduced system.
Since our original PDE has two independent variables, then this equation transforms
into an ODE. Here we will compute some invariant solutions with respect to symme-
tries. At first, the similarity variables for each term of the Lie algebra of symmetries
are obtained by integrating the characteristic equations. Then this method is used to
reduce the system for finding the invariant solutions [2, 13].

7.1. Time translation invariance X;. The classical similarity solution of Eq. (1.1)

for this symmetry is obtained by integrating the group trajectories % = 1, where €
is a parameter along the trajectories. Integration of % = 1 yields the invariant

transformation x = r,u(z,t) = V(r), thus, the reduced equation with respect to
above invariants is

— VR (V) () +12(V' (1) +3(V(1)) =0, (7.1)
and the similarity solutions are V(r) = 0 and

r+ 4V (r) — 4/3C; ¥/41n (v (r) + \"“/4101)
+2/31n ((v ()2 — V (r) V10, + 2\3/5012) Y10,

—4/3C, V43 arctan [1 (1/2\712‘/@ - 1)

+Cy =0.
V3 Ch 2

2D
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With subsititution u(t,x) = V(r) and x = r we have u(t,xz) = 0 as a trivial solution
and

T+ 4u — 4/301\3/411n (u—|— 3/101)
+2/31n (u2 —uvV/A4C + 2\‘75(712) VAaC,

1 V42u
ﬁ (1/201 - 1)

7.2. Solution translation invariance Xs. For this symmetry every translated so-
lution with any constant is a similarity solution. Because Cfi—f = 1 by integration of

that we have ¢ = r,u(t,x) = V(r). Then, the reduced equation is V'(r) = 0 so we
have u; = 0, thus u(t,z) = C.

—4/3C4 V/4v/3 arctan +Cy =0.

7.3. Solution translation invariance X3. The classical similarity solution of Eq.
(1.1) for the last symmetry is obtained by integrating the group trajectories

dt dz du
Integration of (7.2) yields the invariant transformation
t=rel, x=1/e?, wu(x,t)=V(r)/el, (7.3)

thus the reduced equation with respect to invariants (7.3) is
V" (r)V (r)3r? + 12V (r)2V' (r)?r? + 32V (r)3 V' (r)r
+3V ()2 V' (r)r + 12V (r)* + 3V (r)* — V'(r) = 0. (7.4)

Consequently, the Eq. (1.1) reduced to the ODE (7.4), but the solution is so tedious
and could be found by some numerical methods.

8. CONCLUSION

In this paper, a Lie group analysis for an important PDE called Buckmaster equa-
tions is given. The Lie algebra of symmetries was found by a useful algorithm.
Also, these operators are applied for finding conservation laws of the system due
to Noether’s method. Because of the limitation of this method, the direct method is
used to obtain fluxes and densities for the system. In the case of complicated forms
of multipliers and/or equations, for the inversion of divergence operators, one can use
homotopy operators that arise in differential geometry and reduce the problem of find-
ing fluxes and densities to a problem of integration in single-variable calculus. After
computing multipliers, fluxes and densities of the corresponding divergence expression
can be reconstructed via Hereman-Poole algorithm. Finally, the reduced forms of the
equation are found via the similarity variables obtained from the symmetries.
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