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Abstract In this work, a general mathematical model of Diffusion Tensor Magnetic Resonance
Imaging is formulated as an inverse problem. An effective numerical approach based
on space marching method and mollification scheme is established to solve this prob-
lem. Convergence and stability of proposed approach are established. Using two test
problems, the robustness and ability of the numerical approach is investigated.
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1. INTRODUCTION

The recent introduction of Diffusion Tensor Magnetic Resonance Imaging (DT-
MRI) has raised a strong interest in the medical imaging community. This non-
invasive modality consists in measuring the water molecule motion within the tis-
sues, using magnetic resonance techniques. The success of diffusion MRI is deeply
rooted in the powerful concept that during their random, diffusion-driven displace-
ments molecules probe tissue structure at a microscopic scale well beyond the usual
image resolution. Many industrial and medical processes involve the flow of fluids
through porous media. For instance the flow of blood through organ tissues and the
transfer of gases to blood within the lung occur through porous materials. Usually
the media are difficult to describe even on a local basis and properties vary spatially
throughout the formations [5, 6, 14, 19, 20, 21].

An important aspect of the study of flow in porous materials is the nature of the
fluids in pore space, which determines the mathematical characteristics of the model
used to describe mechanical and thermodynamic phenomena associated with the flow.
It is important to note that due to the relative inaccessibility of the fluid within
the porous media, the properties of porous media typically have been inferred by
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measuring fluid states outside of the porous media, and inferring properties within the
porous media. The diffusion MRI can reveal orientation-dependent behavior of water
molecules for localization of specific organs and pathologies, and for functionality
assessment. As diffusion is truly a three dimensional process, molecular mobility in
tissues may be anisotropic, as in brain white matter. With diffusion tensor imaging
(DT1I), diffusion anisotropy effects can be fully extracted, characterized, and exploited,
providing even more exquisite details on tissue microstructure. On the other hand,
measuring diffusion in the real space, for instance water diffusion in a living body,
is not a simple task though it provides useful and important information. Indeed,
incoherent motion of water molecules has certain anisotropy in living bodies relating
to normal and abnormal structures [5, 6, 14, 19, 20].

The diffusion may be one of the most important and attractive notions in mathe-
matical methods for image analysis. Diffusion equation is one of the most important
models which appears in the MRI, and often is nonlinear. In this study a mathe-
matical model which frequently arises in MRI is considered in a general form as a
nonlinear parabolic initial-boundary value problem. One may find some theoretical
and numerical results regard to these equations in spatial cases in literature [4, 11]. A
mollified marching approach will be developed to solve this problem. The mollifica-
tion method has been used for the stable numerical solution of a wide range of partial
differential equations problems [1, 2, 3, 15, 16, 17]. This is due to the known fact that
mollification is a reliable regularization procedure. More recently, it has been proved
that mollification is a versatile and useful tool when dealing with parabolic equations
and conservation laws [1, 18].

Our interest, inverse problem, is investigated numerically using a regularization
method based on the discrete mollification method and space marching scheme. The
mollification method can be used as a stabilizer of numerical schemes for a large class
of partial differential equations (PDEs) such as parabolic and hyperbolic equations
[1, 2, 3,8,9, 15, 16, 17, 18].

2. DESCRIPTION OF THE INVERSE PROBLEM

The effect of diffusion on the magnetic resonance signal has been discussed first
by Hahn in 1950 [10] and later by Carr and Purcell in 1954 [7]. In 1956 Torrey in-
corporated these effects into the Bloch equations, creating the so-called Bloch-Torrey
equation [7]

% = u(M x Bo) +T(M,, M,, M., My) + DV*M, (2.1)
where M is the magnetization of an excited sample placed in a static magnetic field
By, p is the gyromagnetic ratio, M, M, M, are the components of magnetization in
the z,y, z directions, M is the magnetization at thermal equilibrium 7" and D is the
diffusion coefficient. In this study in the wake of Bloch-Torrey equation, following
problem is discussed as an inverse problem of determination of unknown coefficient
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and boundary functions. Consider following problem

aa—]\f(x,t) = D%(w,t) + p(z, ) F (M (2,t)) + f(x,t), (x,t) €Q, (2.2)
M, (0,t) = (t), t €A, (2.3)
M, (1,t) = ~(), teA, (2.4)
M(z,0) = g(x), z€l, (2.5)

where I = (0,1), A = (0,T¢] and = I x A. We assume that M is bounded positive
function on Q, F(M) is a bounded Lipschitz continuous with Lipschitz coefficient \,
and u(z,t) and f(z,t) are bounded L?—functions on 2. In addition it is considered
that all initial and boundary functions are continuous. For the existence and unique-
ness of the solution of this problem, we refer the reader to [12, 13]. In the practical
experiences, occasionally, the coefficient in the main equation and the boundary con-
ditions or some parts of them may be unavailable due to physical situations. In this
work, we consider the identification problem of the boundary function ~(¢) and coef-
ficient function p(z,t) in the problem (2.2)-(2.5) associated with known p(0,¢) and
over-specified data

M(0,t) = (t), t€A. (2.6)

In the sequence we will introduce a numerical marching scheme based on the mol-
lification method (see [17]) to find the solution of the problem (2.2)-(2.6) under the
assumption that ¥ (t), ¢(t) and g(t) are only known approximately as ©°(t), ¢°(t)
and g°(x) such that

[9(t) =" (D)llee < e, (2.7)
le@) =" (Dl < &, (2.8)
l9(z) —g"(@)ee < e (2.9)

Owing to the presence of the noise in the problem’s data, first, the problem will be
stabilized using the mollification method.

3. REGULARIZED PROBLEM AND THE MARCHING SCHEME

To represent the regularized form of the problem (2.2)-(2.6), let us review briefly the
discrete mollification. Let 6 > 0, p > 0, A, = (ffpexp(—s2)ds)*1, Z={1,2,--- M},
and I; = [pd, 1 — pd]. Notice that the interval ;5 is nonempty whenever p < 1/24.

Furthermore suppose K = {z; : j € Z} C I = [0, 1], satisfying

Tjp1—x; >d>0,7€Z, (3.1)
and

0<r <2< <apr <1, (32)
where d is a positive constant. Now if G = {g;};cz be a discrete function defined on
K and sg = sy = 0 and s; = (1/2)(xj + xj41), 1 < j < M — 1, then the discrete
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d—mollification of G is defined by [16]

M 8
%G@0=§:</ l%ﬂm—@*ﬁgﬁ (3:3)

J=1\/si
where
2
= { ).
Now the regularized form of the problem (2.2)-(2.6) may be written as follows
ve(x,t) = Dugg(z,t) — p(z, t)F(v(z,t)) + f(z,t), (z,t) € Q, (3.5)
v(0,t) = JsU(t), teW, (3.6)
v:(0,8) = Js0(t), teW, (3.7)
v(z,0) = Js9(x), z €I (3.8)

The main goal of this problem is to determine (v(x,t), u(x,t)) € Q. Using the solu-
tion of this problem one may easily find the boundary function (). General cross
validation (GCV) methods are used to choose the radii of mollification such as 01,
02 and 3 and others which will be used in the sequence [16, 17, 18]. With the sake
of easiness, we consider Ty = 1. To construct a numerical approach, assume P and
N are positive integers and h = Az = 1/P and kK = At = 1/N. Let us denote
the discrete computed approximations of v(ih, nk), v(ih, nk), vy (ih,nk), vy, (ih, nk),
F(v(th,nk)), p(ih,nk) and f(ih,nk) by U; n, Win, Qin, Rin, Fin, tin and fi,
respectively. Using these notations, we introduce following space marching method
(1) Chose g, 6§ and ¢'.
(2) Find mollification of 1%,0° and ¢° in the interval [0, 1].
Uo,n = J5o0°(nk) (n#0), Uio=Jsg°(th), i€ {0,1,..., P},
Qo,n = K(0)Js5; % (nk).
(3) Compute mollified differentiation in time (see section 3 of [15]) of J5,1°(nk).
Set
Wo,n = Dy(Js,0°(nk)) (n#0), Woo =D(J59°(0)),

where D denotes the centered difference operator, i.e., Dn(x) = n(z+Az)—n(e—Az)

2Ax
(4) Initialize ¢ = 0. Do while i < P — 1,
Ui+17n = Uim + hQi,’m n 7& O? (39)
h
Qivin = Qin+ D (Win — tinFin — fin), (3.10)
Witim = Win+ th(Ja;‘ Qin), (3.11)
Ri+17n = th(ng* Qi+1,n); (312)
1
Witln = Fi(WH»l,n —DRit1.0— fitin) (3.13)
i+1,n
For a discrete function such as X ,, we suppose |X;| = max, |X; |- To prove the

convergence and stability of proposed method assume that v(z,t) € C*(I x I).
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4. STABILITY AND CONVERGENCE ANALYSIS

We analyze the convergence and stability of the proposed numerical scheme in this
section. First consider

0] — 0o = 1mm (&',6,65,6%),

1y Yy Y

Mp = max F(u), mp = min F(u), My = B 01]{If( I}

For the operator D, one can prove that there exist a constant C' where (Theorem 2
in [9])

Using (3.9)-(3.13) and (4.1) yields
Uistol < (0Bl 01 (42)
|Wi+1,n| S |Wz,n|+ |5‘ |Q’L n|
hC
< (14 5 ) maxlQu (43)
Qit1,n] < |Qin| + (W, |ttin| + My)
S (1 + (2+MF)h) i,n‘v'ﬂi,n|7Mf}a (44)
hC
|Riy1n] < W|Qi,n|7 (4.5)
1 hC hCD
livinl < — (( + ————+ ) max{|Ui n|,|Qinl [Winl |ttinl, My}
mr |5|—oo |5|—<>o

(4.6)

Now suppose

hC 1 hC hCD
Cs = 14+h, |14+ 5— 1+ 2+ Mp)h, — +t— -
g “”X{ ( w|m> (L 2+ Mr) mp(( E. &m>}

Using (4.2)-(4.6) we can conclude that
max{|Uiy1|, [Qit1l, Wis1l, [iv1|} < (14 hCs) max{|U;|, [Q:l, Wi, [pil, My},
and iterating this last inequality L times yields
max{|UL|, |Qz|, WLl |uz|} < (1 + hCs)" max{|Uol, |Qol, [Wol, o, My}.
This inequality gives
max{|UL|, |Qc|, [WL|, [prl} < (exp Cs) max{[Uo|, |Qol, |Wol, [rol, My}
We can summarize the preceding analysis in the following statement.

Theorem 4.1 (The stability of the numerical solution). There exists a constant A,
such that

maX{|UL|7 |QL|7 |WL‘7 ‘:U/L|7Mf} < Amax{\U0|, |QO|7 |W0|a |MO|7Mf} .
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Proof. To prove this result, it is sufficient to assume A = exp Cjs in the analysis
preceding the statement of Theorem 4.1. O

To investigate the convergence of the proposed numerical method introduced in
section 3, first suppose

AUi,n = Ui,n - v(ih,nkz), AQz,n = Qi,n - vw(ih,nk),
AW, = Win—v(ih,nk), Apin = pin — p(ih,nk).

Taylor series yields some useful equations satisfied by the mollified solution v as follows

v((i + Dh,nk) = v(ih,nk) 4+ hv,(ih,nk) + O(h?),
v ((i + 1)h, nk) Vg (ih, nk) + Ve (ih, nk) + O(h?),
ve((i 4+ 1)h, nk) vi(ih, nk) + vy ¢ (ih, nk) + O(h?).

Moreover we have

AUiprn = AUip+ Uiprm — Usn) — (((i + 1)k, nk) — v(ih, nk))
= AU; ;, + h(Qin — vz (ih,nk)) + O(h?)
= AU; ,, + hAQ; , + O(h?), (4.7)

AQH—L“ = AQi,n + (Qi+1,n - Qz,n) - (Uac((l + 1)h7 nk) - Uﬂt(ihv le))
= AQin + h(R; ., — vaz(ih,nk)) + O(h?)
= AQin + MDa(J5: Qin) = Vaa(ih, nk)) + O(h?), (4.8)

AWi-{-l,n = AWW@ + (Wi+1,n — Wi,n) — (Ut((i + 1)h, nk) — ’Ut(ih, nk))
= AW, + h(Dy(J5: Qi n) — var(ih, nk)) + O(h?). (4.9)

Using |d| 0, properties of discrete mollification (see [17, 18] for more details) and
estimates (4.7)-(4.9) we find that there exist constants C, Cs and Cs« such that

AUipinl < |AUi| + hlAQiw| + O(h?),

IAQit1n|l < [AQin|+h ‘DI(JS; Qin) — Vaz(ih, nk)‘ + O(h?)
< JAQin| +h (CW + C§h2) + O(h?),

AWitinl < [AWin|+h|Dy(Js: ‘/:nn) — vz (ih, nk)| + O(h?)
< |AWin|+h (C'A%’”'Jrk +Cg*k2> + O(h?).
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So if we define

Ai - max{‘AUi,nL |AW’L,n|7 |AQ7,,TL|} )

C C
Cy = max{l, m, WQ—OO} ,
c, = max{wgoo + Csh?, |5|Okoo, C(;*k‘z} ,
we have
Aiyr < (1+hCo)A; 4+ hCy + O(h?)
< (14 hCo)(A; + C1) + O(R?), (4.10)
and finally after L iterations we obtain
Ap < exp(Co)(Ag + Cy). (4.11)

It is easy to see that if €, h, and k tend to 0, then Ay and C; tend to 0 too. Therefore
(A + C1) and so does Ap, tends to 0. Now define

H = piv1nFiv1n — p((i + )b, nk)F(v((i + 1)k, nk)).
Then H may be written as
H = pijin (Fo((i +1)h,nk)) = Fiyin)
+F(v((i +1)h, nk)) (tiv1,n — p((i +1)h, nk))
= pit1,nAFip1n + Fo((i + D)h, k) Aptita,n, (4.12)

where AF; 41, = F(v((¢ + 1)h,nk)) — Fiy1,,. On the other hand using equations
(3.5) and (3.13) we can write

H = AWitin — D(Dy(J3Qit1n) — Vaw((i + 1)h,nk)). (4.13)
Using (4.12) and (4.13) yields
1
Apiy1n {AWiJrl,n

F(v((i+ 1)h,nk))

_D(DZ(JS; Qit1,n) — Voo ((i + DA, 1k)) — piv1,nAFi410}
(4.14)

Lipschitz continuity of F results in [AF;11.,| < AAU;41,,|. Therefore using (4.14)

and (4.10) one may conclude that

|AUsp1,n] + R

‘(5|2 + C(;h2)

1
|Apivin| < ——{|AWip1n|+hD(C
mp

FAM AUt ,nl},

< L (14 2PC ) (A hoy 1003, (415)
mrp |6|—oo

where M,, = maxq |u(z,t)|. Moreover

[Apo.n] = 5, (14(0,8)) = po.n| < Cle + k).
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Using this fact and estimating (4.15), it is clear that as €, h, and k tend to 0, |Awg n|
and |Ap; | tend to 0 too.
The preceding analysis is summarized as following statement.

Theorem 4.2 (The convergence of the algorithm). For fized § as h, k and e tend to
zero, the discrete mollified solution converges to the mollified exact solution restricted
to the grid points.

Proof. See the analysis preceding this statement. 0

5. NUMERICAL EXPERIMENTS

To illustrate the validity of numerical approach presented in this study, two numer-
ical examples are investigated in this section. We use GCV method to automatically
determine the radii of mollification. To this end without loss of generality, we set
p =3 (see [16, 18]).

To generate Discretized approximate initial and boundary data, we add random
errors to the exact initial and boundary functions. For example, for a sample function
such as 6(z,t), its discrete noisy version can be generated as follows

05,1 = 0(x;,tn) + i, j=0,1,...,N,n=0,1,...,T,

where (;,,)’s show Gaussian random variables with variance 2.

The exact solution of test problems are used to validate the accuracy of the nu-
merical results. For comparison purpose between the numerical results and exact
solutions, the ls relative weighted error norm is employed for instance for v as follows

[(L/(M + 1)(N + 1)y 53 Jo(ih, j1) — U; ;2]
[(1/(M + 1)(N +1))SM S Jo(in, j)2]

Example 1. As the first test problem, in equations (2.2)-(2.6) suppose
U(t) =€, p(t) =€, glz) =¢",

F(M)=M, f(x,t)=—(t+z+ 1)t
The exact analytical solution of this problem is
M(x,t) = et y(t) =T p(a,t) =+t + 1.

Table 1 reports the Il relative error norms of numerical results in four different
noise levels for M = N = 40,100, 200, 300,400. The numerical results show that by
decreasing the noise levels and increasing the number of mesh points, one may obtain
more accurate results. Although for small noise levels step size h, the variation of [y
relative error norms are not very sharp.

Figures 1, 2 and 3 demonstrate the behavior of relative [, error norms between
exact and numerical results with respect to four different noise levels against the
number of mesh points for M and N. It can be seen that decreasing the noise levels
and increasing the number of mesh points, decrease the errors.
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TABLE 1. Relative Iy errors for Example 1.

€ M=N v 0% W
40 0.1905346  1.539593  1.000432
0.5 100 0.0083546  0.1137237 0.0523191
200 0.0038564  0.0786534 0.0711677
300 0.0029696  0.0743575 0.0560709
400 0.0025414  0.0708 731 0.0581105
40 0.0038534  0.0818543 0.0450453
0.1 100 0.0024532  0.0791453 0.0387651
200 0.0021432  0.0760543 0.0378121
300 0.0022543  0.0712564 0.0366765
400 0.0022576  0.0690987 0.0366342
40 0.00239865 0.0749242 0.0476321
0.01 100 0.0023876  0.0710765 0.0361432
200 0.0023765  0.0713876 0.0363432
300 0.0023234  0.0712543 0.0366438
400 0.0022311  0.0721654 0.0365876
40 0.0024654  0.0697543 0.0364657
0.001 100 0.0022564  0.0691786 0.0363123
200 0.0022231  0.0695543 0.0370129
300 0.0022231  0.0694231 0.0365543
400 0.0021786  0.0694763 0.0365349

FIGURE 1. The behavior of v’s relative Iy error norm for Example 1.

I2 Error

—s— =05

—e-e=01 ]
=00 ||

)

Example 2. For the second test case, in equations (2.2)-(2.6) suppose

P(t) = e 'sin(2) + 2, p(t) = cos(2)e™", g(x) = sin(z + 2) + 2,

F(M) = M?, f(x,t) = —(t*2* + 1)(2 + e 'sin(z + 2))°.
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FIGURE 2. The behavior of ¢’s relative Iy error norm for Example 1.
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The exact analytical solution of this problem is

M(z,t) = e 'sin(z 4+ 2) + 2, y(t) = e P cos(x + 2), u(x, t) = 2%t* + 1.

For v, v and p, the [y relative error norms between numerical and exact solutions
in four different noise levels are shown for M = N = 40, 100, 200, 300, 400 in Table 2.
As we expected, similar to the first test problem the numerical results show that by
decreasing the noise levels and increasing the number of mesh points, one may obtain
more accurate results.

Figures 4, 5 and 6 illustrate the relative l5 error norms between exact and numerical
results with respect to four different noise levels against the number of mesh points
for M and N (M = N). It can be seen that decreasing noise levels and increasing
the number of mesh points, decrease the errors. Similar to the first example when the
number of mesh points increase, the variation of [; relative error norms are not very

sharp.
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TABLE 2. Relative Iy errors for Example 2.

€ M=N v ¥ "

40 0.0.0057987  1.4108765  0.1904564

0.5 100 0.0044675  0.5838564  0.0946691
200 0.0025891  0.0987056  0.0910984

300 0.0022125  0.0567265  0.0771564

400 0.0019819  0.0369261  0.0576505

40 0.0016514  0.8292444  0.0622456

0.1 100 0.0015698  0.3167567  0.0543452
200 0.0012147  0.0792656  0.0484456

300 0.0011252  0.0688068  0.0477675

400 0.0011435  0.0607579  0.0455313

40 0.00160965  0.7485098  0.0648672

0.01 100 0.0014211  0.67603456 0.0514491
200 0.0016145  0.09756787  0.0441595

300 0.0012314  0.0726693  0.0498895

400 0.0010471  0.0607655  0.0498215

40 0.0015461  0.4764434  0.0642542

0.001 100 0.0014314  0.0987763  0.0547125
200 0.00126781  0.0853763  0.0479297

300 0.0011789  0.06578503 0.04801252

400 0.0011987  0.0603725  0.0468948

FIGURE 4. The behavior of v’s relative Iy error norm for Example 2.
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6. CONCLUSION

In this article, a mathematical model of Diffusion Tensor Magnetic Resonance
Imaging (DT-MRI) is investigated as an inverse parabolic nonlinear diffusion prob-
lem. The regularized version of proposed model is used using mollification method.
A numerical approach based on space marching scheme and mollification method is
introduced to solve this inverse problem. Convergence and stability properties of this
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FIGURE 5. The behavior of ¢’s relative ls error norm for Example 2.
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FIGURE 6. The behavior of u’s relative Iy error norm for Example 2.
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numerical method are proved which guarantee the reliability of numerical achieve-
ments. Implementation of this numerical method is very simple rather than other
numerical techniques. Two test problems are conducted and numerical results are in
good agreement with exact solutions.
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