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Abstract
This paper examines the solutions of nonlinear higher-order singular Emden-Fowler type equations arising in

various physical models. Generally, it becomes difficult to obtain the solution near the point of singularity.

To overcome this problem, an iterative technique is introduced, that depends on the variational iteration method
(VIM) and the homotopy perturbation method (HPM). Such a technique generates the solution in terms of a series,

which is highly practical from computing perspective. An equivalent recursive integral representation (involving

Lagrange’s multiplier) for the higher-order nonlinear singular Emden-Fowler type (SEFT) equations with initial
conditions (ICs) is established with the support of the variational iteration method (VIM). Making use of the

concept of homotopy, a system of integral equations is established, which helps to deal with nonlinearity. Some

numerical examples are studied through the proposed iterative technique to show the applicability and efficiency
of the technique.

Keywords. Emden-Fowler equations, Variational iteration method, Convergence analysis, Lagrange’s multiplier, Homotopy perturbation method,
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1. Introduction

The second-order nonlinear singular differential equation identify below as the Lane-Emden-Fowler equation

1

xp

(
d

dx

(
xp
du

dx

))
+ g(x, u) = 0, (1.1)

where g(x, u) and p are a real valued continuous function and shape factor (a real number), respectively. Various
physical phenomena emerging in the field of mathematical sciences, astrophysics, fluid mechanics and chemical physics
can be modelled by using the Lane-Emden-Fowler differential equation [3, 4, 7, 9, 14, 15, 19, 21, 24, 41]. Astrophysicists
J. H. Lane [15] and R. Emden [8] studied this equation. J.H. Lane initially presented the Poisson’s equation as
a dimensionless form that characterising the equilibrium density distribution within a self-gravitating polytrophic
isothermal gas sphere and R. Emden later modified it to define polytropes in hydrostatic equilibrium (see [2] and
references there in). Earlier hypotheses about gaseous dynamics in astrophysics are the basis for the study of the
Lane-Emden-Fowler differential equation. Investigating the equilibrium structure of the mass of gaseous spherical
clouds was the central issue in the study of stellar structure, assuming that convective equilibrium exists in the
gaseous cloud.

The Lane-Emden-Fowler Equation (1.1) with suitable initial conditions is used to classify a wide range of physical
processes, e.g., in chemical reacting system, fluid mechanics, population evolution, relativistic mechanics and in pattern
formation [20, 42]. The form of such an equation for g(x, u) = un describes the way a spherical cloud of gas reacts
thermally (which is moving due to the molecules’ mutual attraction) and where n stands for polytropic index, is
popularly known as the Lane-Emden equation for n = 1.5 and n = 2.5. Moreover, it also appears in modeling of a

Received: 23 December 2024 ; Accepted: 22 April 2025.
∗ Corresponding author. Email: mandeep04may@yahoo.in.

1



Unco
rre

cte
d Pro

of
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cluster of galaxies, self-gravitating gas clouds, cases of radiatively cooling and in the treatment of a phase transition
in critical adsorption [5, 19]. Meanwhile, the Emden-Fowler equation for g(x, u) = eu describes the non-dimensional
density distribution in an isothermal gas sphere. There have been a number of physical models computed using the
Lane-Emden equations, such as stellar structure [3], thermionic currents [24], thermal explosions (in different shape
vessels) [4] and in the understanding of the thermal asymmetries of human heads [7].

The generalized form of the Lane-Emden-Fowler equation

x−p
dm

dxm

(
xp

dk

dxk

)
u+ g(x, u) = 0, (1.2)

where p > 0 is stated as the shape factor and the order of differential operators are defined by m and k. The
major challenge in solving the Lane-Emden-Fowler equation is the singularity that occurs at x = 0, which prevents
the convergence of direct implementation of analytical and numerical techniques. As a result, it always encourage
the researchers to find solutions for such type of problems (see [1, 27, 28, 33]). In order to find the exact and
approximate solutions to singular Emden-Fowler type (SEFT) Equations (1.2), a number of helpful techniques were
employed, like, the Adomian decomposition method (ADM) [40], homotopy perturbation methods [23, 27], the rational
Legendre pseudospectral technique [22], Haar wavelet collocation method [29, 30], variational iteration methods [35],
non-standard finite difference method [32] and Bernstein collocation method [26], etc.

The purpose of this paper is to obtain the approximate solutions for the third and fourth-order nonlinear SEFT
equations. Over the past few years, numerous analytical and numerical techniques have been developed for solving
higher-order nonlinear SEFT equations. For instance, the Adomian decomposition method [34, 37], cubic B-spline
method [13], reproducing kernel Hilbert space method [6], variational iteration method [38, 39], hybrid block techniques
[25], Haar wavelet resolution method [31], quintic B-spline [17] and artificial neural network technique [36]. This study
proposes a coupled iterative technique that is a combination of variational iteration method and homotopy perturbation
method (VIM and HPM). Making use of the variational iteration method (VIM), we establish an equivalent recursive
integral scheme involving Lagrange’s multiplier. In order to deal with nonlinearity, a set of Volterra integral equations
is built using the homotopy principle. Some numerical examples have been solved to show the proposed method’s
accuracy and ease for each kind of IVPs. The proposed coupled iterative technique provides the solution in series
form.

The rest work is framed as follows: In section 2, the formulation of higher-order singular Emden-Fowler type
equations is presented. A recursive scheme with the help of VIM for the nonlinear third and fourth-orders SEFT
equations is discussed in section 3. The section 4 provides the basic concept of homotopy, which helps us to deal with
the nonlinearity. The development of a coupled iterative technique using VIM and HPM for solving the higher-order
SEFT equation is given in section 5. The sufficient conditions for the convergence of the proposed iterative technique
are documented in section 6. In the section 7, numerical illustrations are presented to check the applicability and
reliability of the technique. Lastly, a conclusion is provided for the proposed work in the last section.

2. Formulation of higher-order equations: SEFT

In this section, the nonlinear SEFT equations of higher-order specifically third and fourth-order are formulated.
One can also derived the higher-order type equations in similar manner. The generalized Lane-Emden-Fowler equation
with appropriate initial conditions is read as

x−p
dm

dxm

(
xp

dk

dxk

)
u+ g(x, u(x)) = 0, (2.1)

subject to initial conditions (ICs)

u(0) = u0, u′(0) = u′′(0) = u′′′(0) = um+k−1(0) = 0, (2.2)

where ′ = d
dx . The following subsections illustrate the derivation of different kinds of third and fourth-orders Emden-

Fowler type equations.
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2.1. Formulation of SEFT equation: Third-order. The nonlinear third-order SEFT equations for a variety of
shape factors are formulated in this subsection. On the basis of different choices of m and k such that m + k =
3, m, k ≥ 1, we have the following two kinds of third-order SEFT equations:

(i) 1st kind third-order SEFT equation:

d3u

dx3
+

2p

x

(
d2u

dx2

)
+
p(p− 1)

x2

(
du

dx

)
+ g(x, u) = 0,

subject to ICs

u(0) = α0, u′(0) = u′′(0) = 0,

For m=2, k=1 (2.3)

where α0 is a constant and the singular point x = 0 arise two times as x and x2 with corresponding shape
factors 2p and p(p− 1).

(ii) 2nd kind third-order SEFT equation:

d3u

dx3
+
p

x

(
d2u

dx2

)
+ g(x, u) = 0,

subject to ICs

u(0) = α1, u′(0) = u′′(0) = 0,

For m=1, k=2 (2.4)

where α1 is a constant. In this case, the singular point present at x = 0 with shape factor p and all remaining terms
are vanished.

2.2. Formulation of SEFT equation: Fourth-order. The nonlinear fourth-order SEFT equations for a variety
of shape factors are formulated in this subsection. On the basis of different choices of m and k such that m + k =
4, m, k ≥ 1, we have the following three kinds of fourth-order SEFT equations:

(i) 1st kind fourth-order SEFT equation:

d4u

dx4
+

3p

x

(
d3u

dx3

)
+

3p(p− 1)

x2

(
d2u

dx2

)
+
p(p− 1)(p− 2)

x3

(
du

dx

)
+ g(x, u) = 0,

subject to ICs

u(0) = β0, u′(0) = u′′(0) = u′′′(0) = 0,

For m=3, k=1, (2.5)

where β0 is a constant and the singular point x = 0 arise thrice as x, x2 and x3 with corresponding shape
factors 3p, 3p(p− 1) and p(p− 1)(p− 2).

(ii) 2nd kind fourth-order SEFT equation:

d4u

dx4
+

2p

x

(
d3u

dx3

)
+
p(p− 1)

x2

(
d2u

dx2

)
+ g(x, u) = 0,

subject to ICs

u(0) = β1, u′(0) = u′′(0) = u′′′(0) = 0,

For m=2, k=2, (2.6)

where β1 is a constant and the singular point x = 0 arise two times as x and x2 with corresponding shape
factors 2p and p(p− 1).

(iii) 3rd kind fourth-order SEFT equation:

d4u

dx4
+
p

x

(
d3u

dx3

)
+ g(x, u) = 0,

subject to ICs

u(0) = β2, u′(0) = u′′(0) = u′′′(0) = 0,

For m=1, k=3, (2.7)

where β2 is a constant. In this case, the singular point present at x = 0 with shape factor p and all remaining terms
are vanished.
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3. Equivalent integral transformation: SEFT

This section provides an equivalent integral recursive transformation for nonlinear third and fourth-order SEFT
equations with the help of variational iteration method (for more details, see [11, 38]).

We can rewrite the Emden-Fowler type equation as follow

L(u) +N(u) = h(x), (3.1)

defining L and N as linear and nonlinear differential operators, while h(x) is an inhomogeneous function. A correction
functional (as per VIM) for the aforementioned Equation (3.1) is constructed as

un+1(x) = un(x) +

∫ x

x0

ψ(x, t)[Lun(t) +Nũn(t)− h(t)]dt, (3.2)

where ψ(x, t) is a Lagrange’s multiplier and ũn is a restricted variation, i.e., δũn = 0 and making Eq. (3.2) stationary
allows us to find the optimal value of Lagrange’s multiplier.

3.1. Third-order SEFT equation: VIM. By using the similar analysis for Eq. (2.3), the recursive integral form
(referred as correction functional) is expressed as

un+1(x) = un(x) +

∫ x

0

ψ(x, t)

[
d3un(t)

dt3
+

2p

t

(
d2un(t)

dt2

)
+
p(p− 1)

t2

(
dun(t)

dt

)
+ g̃(t, un(t))

]
dt. (3.3)

Using the approach of [11], we achieve the following stationary conditions

ψ(x, t)|t=x = 0,

−ψ′(x, t) +
2p

t
ψ(x, t)

∣∣∣∣
t=x

= 0,

1 + ψ′′(x, t)− 2p

t
ψ′(x, t) +

2p+ p(p− 1)

t2
ψ(x, t)

∣∣∣∣
t=x

= 0,

−ψ′′′(x, t) +
2p

t
ψ′′(x, t)− 4p+ p(p− 1)

t2
ψ′(x, t) +

4p+ 2p(p− 1)

t3
ψ(x, t)

∣∣∣∣
t=x

= 0.

(3.4)

The Lagrange’s multiplier is calculated using the aforementioned stationary conditions, which is as follows:

ψ(x, t) =



− xt+ t2
(

1− ln
t

x

)
, for p = 1,

− t3

x
+ t2

(
1 + ln

t

x

)
, for p = 2,

− t2

(p− 1)(p− 2)
+

x2

(p− 2)

(
t

x

)p

− x2

(p− 1)

(
t

x

)p+1

, for p 6= 1, 2.

(3.5)

From the above discussion, the recursive integral transformation for SEFT equation (2.3) using VIM is as follows

un+1(x) = un(x) +

∫ x

0

ψ(x, t)

[
d3un(t)

dt3
+

2p

t

(
d2un(t)

dt2

)
+
p(p− 1)

t2

(
dun(t)

dt

)
+ g(t, un(t))

]
dt, (3.6)

where ψ(x, t) is given by Eq. (3.5).

Remark 3.1. (i): A similar integral transformation can be established for the 2nd kind third-order SEFT equation
(2.4).
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(ii): Similarly, one can calculate the Lagrange’s multiplier for SEFT equation (2.4) as

ψ(x, t) =



− t2 + xt

(
1 + ln

t

x

)
, for p = 1,

− xt+ t2
(

1− ln
t

x

)
, for p = 2,

t2

(p− 2)
− x2

(p− 1)(p− 2)

(
t

x

)p

− xt

(p− 1)
, for p 6= 1, 2.

(3.7)

3.2. Fourth-order SEFT equation: VIM. For the 1st kind fourth-order SEFT (2.5), the recursive integral form
(referred as correction functional) is expressed as

un+1 (x) = un(x) +
∫ x

0
ψ(x, t)

[
d4un

dt4 + 3p
t

(
d3un

dt3

)
+ 3p(p−1)

t2

(
d2un

dt2

)
+ p(p−1)(p−2)

t3

(
dun

dt

)
+ g̃(t, un)

]
dt. (3.8)

Using the approach of [11], we achieve the following stationary conditions

ψ(x, t)|t=x = 0,

−ψ′(x, t) +
3p

t
ψ(x, t)

∣∣∣∣
t=x

= 0,

ψ′′(x, t)− 3p

t
ψ′(x, t) +

3p2

t2
ψ(x, t)

∣∣∣∣
t=x

= 0,

1− ψ′′′(x, t) +
3p

t
ψ′′(x, t)− 3p(p+ 1)

t2
ψ′(x, t) +

p(p+ 1)(p+ 2)

t3
ψ(x, t)

∣∣∣∣
t=x

= 0.

ψ(iv)(x, t)− 3p

t
ψ′′′(x, t)+

3p(p+ 2)

t2
ψ′′(x, t)− p(p+ 1)(p+ 8)

t3
ψ′(x, t) +

3p(p+ 1)(p+ 2)

t4
ψ(x, t)

∣∣∣∣
t=x

= 0.

(3.9)

The Lagrange’s multiplier is calculated using the aforementioned stationary conditions, which is as follows:

ψ(x, t) =



− 1

4
x2t+ xt2 +

1

2
t3
(

ln
t

x
− 3

2

)
, for p = 1,

− 1

2
xt2 +

1

2

(
t4

x

)
− t3

(
ln
t

x

)
, for p = 2,

− t4

x
+

1

4

(
t5

x2

)
+

1

2
t3
(

ln
t

x
+

3

2

)
, for p = 3,

x3

2(p− 3)

(
t

x

)p

− t3

(p− 1)(p− 2)(p− 3)
− x3

(p− 2)

(
t

x

)p+1

+
x3

2(p− 1)

(
t

x

)p+2

, for p 6= 1, 2, 3.

(3.10)

From the above discussion, the recursive integral transformation for SEFT Equation (2.5) using VIM is as follows

un+1(x) = un(x) +

∫ x

0

ψ(x, t)

[
d4un
dt4

+
3p

t

(
d3un
dt3

)
+

3p(p− 1)

t2

(
d2un
dt2

)
+
p(p− 1)(p− 2)

t3

(
dun
dt

)
+ g(t, un)

]
dt. (3.11)

where ψ(x, t) is given by Eq. (3.10).

Remark 3.2. (i): Similar integral transformations can be established for the 2nd and 3rd kinds of fourth-order SEFT
equation.
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(ii): The Lagrange’s multiplier for the 2nd kind fourth-order SEFT Equation (2.6) is calculated as

ψ(x, t) =



− 1

2
x2t+

1

2
t3 − xt2

(
ln
t

x

)
, for p = 1,

− 2t3 + 2xt2 + (xt2 + t3)

(
ln
t

x

)
, for p = 2,

− 1

2
xt2 +

1

2

(
t4

x

)
− t3

(
ln
t

x

)
, for p = 3,

−x3

(p− 2)(p− 3)

(
t

x

)p

+
t3

(p− 2)(p− 3)
+

x3

(p− 1)(p− 2)

(
t

x

)p+1

− xt2

(p− 2)(p− 1)
,for p 6= 1, 2, 3.

(3.12)

(iii): The Lagrange’s multiplier for the 3rd kind fourth-order SEFT Equation (2.7) is calculated as

ψ(x, t) =



− xt2 +
3

4
x2t+

1

4
t3 +

1

2
x2t

(
ln
t

x

)
, for p = 1,

− 1

2
x2t+

1

2
t3 − xt2

(
ln
t

x

)
, for p = 2,

− 1

4
x2t+ xt2 +

1

2
t3
(

ln
t

x
− 3

2

)
, for p = 3,

− t3

2(p− 3)
+

x3

(p− 1)(p− 2)(p− 3)

(
t

x

)p

− x2t

2(p− 1)
+

xt2

(p− 2)
, for p 6= 1, 2, 3.

(3.13)

4. Homotopy Perturbation Method (HPM): SEFT equation

This section deals with the basic concept of homotopy. A system of Volterra integral equations is constructed using
the homotopy notion to address the nonlinearity. Homotopy is an important part of differential topology, and using the
property of homotopy, any nonlinear problem can be transformed into a number of linear problems (see [10, 16, 18]).

We examine the following general differential equation as

L(u) +N(u)− g(r) = 0, r ∈ Ω, (4.1)

ß

(
u,
∂u

∂ξ

)
= 0, r ∈ Υ, (4.2)

where, L and N stands for linear and nonlinear differential operators, respectively. The boundary operator is symbol-
ized by ß and the analytical function is defined by g(r), while Υ represents the boundary of the domain Ω.

Now a homotopy has been constructed by using the homotopy concept for Eq. (4.1) (for more details, see [12]),
which gives,

φ(w, r, q) = (1− q)[L(w)− L(u0)] + q[L(w) +N(w)− g(r)] = 0, r ∈ Ω, (4.3)

or equivalently

φ(w, r, q) = L(w)− L(u0) + qL(u0) + q[N(w)− g(r)] = 0, r ∈ Ω, (4.4)

where u0(x) is an initial estimate satisfying (4.2), while q ∈ [0, 1] is called an embedding parameter. From Eq. (4.4),
we obtain

φ(w, r, 0) = L(w)− L(u0) = 0, (4.5)

φ(w, r, 1) = L(w) +N(w)− g(r) = 0, (4.6)

whenever q changes from 0 to 1. This process is referred as deformation and L(w) − L(u0) and L(w) + N(w) − g(r)
are stated to as homotopic. Now, the solution of Eq. (4.4) is constructed as a power series of q (for q as a small
parameter), i.e.,

w = w0 + qw1 + q2w2 + . . . . (4.7)
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The approximate solution (in terms of series of w′is) of Eq. (4.1) at q = 1 can be expressed as follows

u(r) = lim
q→1

w = w0 + w1 + w2 + . . . . (4.8)

Additionally, by using He’s polynomials, the nonlinearity present in Eq. (4.1) can be expressed as below

N(w) =
∞∑
i=0

qiHi = H0 + qH1 + q2H2 + . . . , (4.9)

where He’s polynomials is denoted by H ′ns and is given by

Hn(w0, w1, w2, . . . , wn) =
1

n!

∂n

∂qn
N

(
n∑

i=0

qiwi

)∣∣∣∣∣
q=0

, where n = 0, 1, 2, . . . . (4.10)

By combining the values from Equations (4.7) and (4.9) into Eq. (4.4) and equalized various power of q, we get

q0 : L(w0)− L(u0) = 0,

q1 : L(w1) + L(u0) +H0 − g(r) = 0,

q2 : L(w2) +H1 = 0,

q3 : L(w3) +H2 = 0,

...

qn+1 : L(wn+1) +Hn = 0,

....

(4.11)

Now, by making use of the above system (4.11), the solution for the nonlinear differential equation (4.1) is obtained
in series form i.e.

∑∞
i=0 wi.

Note: The above concept of homotopy is followed by the third and fourth-order nonlinear SEFT equations and a
equivalent system of equations is derived for each kind of differential equations discussed in Section 2.

5. Coupled iterative scheme: SEFT equation

A coupled iterative scheme for nonlinear third-order (or similar for fourth-order) SEFT Equation (2.3) is derived in
this section. We construct a homotopy for the recursive integral transformation of SEFT equation obtained in section
3 and generate a series solution for the problem.

From Eq. (3.6), we have the following iterative scheme for SEFT Equation (2.3)

un+1(x) = un(x) +

∫ x

0

ψ(x, t)

[
d3un(t)

dt3
+

2p

t

(
d2un(t)

dt2

)
+
p(p− 1)

t2

(
dun(t)

dt

)
+N(un(t))

]
dt, (5.1)

where N(un) is the nonlinear term present in the differential equation. We construct a homotopy (making use of the
same steps as we did in the previous section) for Eq. (5.1) as

φ(w, x, q) = (1− q)[u0 − w] + q

∫ x

0

ψ(x, t)

[
d3wn

dt3
+

2p

t

(
d2wn

dt2

)
+
p(p− 1)

t2

(
dwn

dt

)
+N(wn)

]
dt, (5.2)

where q is an embedding parameter, while u0(x) is an initial estimate that meets the ICs for Eq. (2.3). From Eq. (5.2),
we get

φ(w, x, 0) = w − u0 = 0, (5.3)

φ(w, x, 1) =

∫ x

0

ψ(x, t)

[
d3wn

dt3
+

2p

t

(
d2wn

dt2

)
+
p(p− 1)

t2

(
dwn

dt

)
+N(wn)

]
dt = 0. (5.4)
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Now, we represent the w(x, q) in terms of embedding parameter (q) as power series, i.e.,

w(x, q) =
∞∑
i=0

qiwi. (5.5)

Also, decompose the nonlinear term using He’s polynomials as

N(w) =
∞∑
i=0

qiHi. (5.6)

By merging the values from Equations (5.5) and (5.6) into Eq. (5.2) and equalizing the coefficient of similar power of
q, we get



q0 : w0 = u0,

q1 : w1 = w0 − u0 +

∫ x

0

ψ(x, t)

[
d3w0

dt3
+

2p

t

(
d2w0

dt2

)
+
p(p− 1)

t2

(
dw0

dt

)
+H0

]
dt,

q2 : w2 = w1 +

∫ x

0

ψ(x, t)

[
d3w1

dt3
+

2p

t

(
d2w1

dt2

)
+
p(p− 1)

t2

(
dw1

dt

)
+H1

]
dt,

q3 : w3 = w2 +

∫ x

0

ψ(x, t)

[
d3w2

dt3
+

2p

t

(
d2w2

dt2

)
+
p(p− 1)

t2

(
dw2

dt

)
+H2

]
dt,

...

qn+1 : wn+1 = wn +

∫ x

0

ψ(x, t)

[
d3wn

dt3
+

2p

t

(
d2wn

dt2

)
+
p(p− 1)

t2

(
dwn

dt

)
+Hn

]
dt,

....

(5.7)

Lastly, we solve the above system of Equation (5.7) to obtain the series solution of Emden-Fowler type Equation (2.3)
as u = limn→∞ un =

∑∞
i=0 wi.

Remark 5.1. A similar finding can be established for each kind of fourth-order SEFT equations as well as for 2nd
kind of third-order SEFT equations.

6. Convergence Analysis

This section includes the convergence analysis of the proposed technique. We prove the existence and uniqueness
of the solution of nonlinear third-order SEFT Equation (2.3) and demonstrates the efficiency and reliability of the
proposed method. Additionally, we demonstrate that the sequence un(x) converges to the solution of SEFT problem
(2.3).

Theorem 6.1. The nonlinear SEFT problem (2.3) subject to initial conditions has a unique solution, under the
following assumptions

(a) the norm

‖u‖ = max
x∈[0,1]

|u(x)|, u ∈ X;

(b) ∃ a Lipschitz constant 0 ≤ k0 < 3p2 + 9p+ 6, such that ∀ g(x, v1), g(x, v2) ∈ D,

|g(x, v1)− g(x, v2)| ≤ k0|v1 − v2|; (6.1)

where X = C[0, 1] is a Banach space and D = {(x, v) ∈ [0, 1]× R}.
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Proof. Suppose that u1 and u2 such that u1 6= u2 are two solutions of a nonlinear SEFT equation (2.3), so both
of them will follow the Eq. (5.4)

φ(u1, x, 1) =

∫ x

0

ψ(x, t)

(
d3u1
dt3

+
2p

t

(
d2u1
dt2

)
+
p(p− 1)

t2

(
du1
dt

)
+ g(t, u1(t))

)
dt = 0. (6.2)

Making use of integration by parts three times and using the stationary conditions, we get

u1(x) = w0 −
∫ x

0

ψ(x, t)g(t, u1)dt. (6.3)

Similarly,

u2(x) = w0 −
∫ x

0

ψ(x, t)g(t, u2)dt. (6.4)

From Equations (6.3)-(6.4), we have

|u1 − u2| =
∣∣∣∣∫ x

0

ψ(x, t)(g(t, u1)− g(t, u2))dt

∣∣∣∣ ,
max
x∈[0,1]

|u1 − u2| = max
x∈[0,1]

∣∣∣∣∫ x

0

ψ(x, t) (g(t, u1)− g(t, u2)) dt

∣∣∣∣ ,
= max

t∈[0,1]
|g(t, u1)− g(t, u2)| max

x∈[0,1]

∣∣∣∣∫ x

0

ψ(x, t)dt

∣∣∣∣ ,
‖u1 − u2‖ ≤

k0
3p2 + 9p+ 6

‖u1 − u2‖ .

Thus, we have

‖u1 − u2‖ ≤ α ‖u1 − u2‖ ,

where α = k0

3p2+9p+6 < 1. This proves the theorem.

Theorem 6.2. The nonlinear SEFT Equation (2.4) subject to ICs has a unique solution, under the following assump-
tions

(i) the norm

‖u‖ = max
x∈[0,1]

|u(x)|, u ∈ X;

(ii) ∃ a Lipschitz constant 0 ≤ k0 < 6p+ 6, such that ∀ g(x, v1), g(x, v2) ∈ D

|g(x, v1)− g(x, v2)| ≤ k0|v1 − v2|; (6.5)

where X = C[0, 1] is a Banach space and D = {(x, v) ∈ [0, 1]× R}.

Proof. The proof follows the same procedure as in Theorem 6.1.

6.1. Convergence analysis: SEFT equation. In this subsection, we show the convergence of the proposed tech-
nique for nonlinear SEFT Equation (2.3). Using Eq. (3.6) and stationary conditions (3.4), we determine

un+1(x) = un(x) +

∫ x

0

[(
−ψ′(x, t) +

2pψ(x, t)

t

)
d2un
dt2

+
p(p− 1)

t2

(
dun
dt

)
+ g(t, un)

]
dt. (6.6)

Consequently, we could compose

un(x) = un−1(x) +

∫ x

0

[(
−ψ′(x, t) +

2pψ(x, t)

t

)
d2un−1
dt2

+
p(p− 1)

t2

(
dun−1
dt

)
+ g(t, un−1)

]
dt. (6.7)
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Furthermore,

|un+1 − un| =
∣∣∣∣∫ x

0

ψ(x, t)(g(t, un)− g(t, un−1))dt

∣∣∣∣ , (6.8)

or

max
x∈[0,1]

|un+1 − un| = max
x∈[0,1]

∣∣∣∣∫ 1

0

ψ(x, t)(g(t, un)− g(t, un−1))dt

∣∣∣∣ , (6.9)

≤ max
t∈[0,1]

|g(t, un)− g(t, un−1)| max
x∈[0,1]

∣∣∣∣∫ 1

0

ψ(x, t)dt

∣∣∣∣ . (6.10)

Given that g(x, u) meets the Lipschitz condition, we obtain

‖ un+1 − un ‖ ≤ k0 max
t∈[0,1]

|un − un−1| max
x∈[0,1]

∣∣∣∣∫ 1

0

ψ(x, t)dt

∣∣∣∣ , (6.11)

=
k0

3p2 + 9p+ 6
‖ un − un−1 ‖, (6.12)

≤ α ‖ un − un−1 ‖, (6.13)

where α = k0

3p2+9p+6 < 1.

Hence, we obtain

‖ un+1 − un ‖≤ α ‖ un − un−1 ‖ . (6.14)

�

Remark 6.3. The similar analysis is followed for the 2nd kind of third-order nonlinear singular Emden-Fowler
Equation (2.4).

Theorem 6.4. Suppose wn(x), u(x) ∈ X. Additionally, we assume that ‖ w0 ‖< ∞, then there holds ‖ wn+1 ‖≤ α ‖
wn ‖, α < 1, where n = 0, 1, 2, . . . , and the sequence un(=

∑n
i=0 wi) approaches to the solution of nonlinear singular

Emden-Fowler type problem.

Proof. The sequence {un} can be expressed into partial sum as follows

u1 = w0 + w1,

u2 = w0 + w1 + w2,

...

un = w0 + w1 + w2 + . . .+ wn,

...

(6.15)

From Eq. (6.15), we can write

wn+1 = un+1 − un, n = 1, 2, 3, . . . .

By use of Eq. (6.14), we get

‖ wn+1 ‖=‖ un+1 − un ‖≤ α ‖ un − un−1 ‖= α ‖ wn ‖ .
Hence, we have

‖ un+1 − un ‖=‖ wn+1 ‖≤ α ‖ wn ‖≤ α2 ‖ wn−1 ‖≤ · · · ≤ αn+1 ‖ w0 ‖ .
Now, we use Cauchy criterion to show the convergence of sequence {un} as

‖ un − um ‖ =‖ (un − un−1) + (un−1 − un−2) + · · ·+ (um+1 − um) ‖
≤‖ (un − un−1) ‖ + ‖ (un−1 − un−2) ‖ + · · ·+ ‖ (um+1 − um) ‖
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≤ αn ‖ w0 ‖ +αn−1 ‖ w0 ‖ + · · ·+ αm+1 ‖ w0 ‖

≤ αm+1
[
1 + α+ α2 + · · ·+ αn−(m+1)

]
‖ w0 ‖

≤ αm+1(1− αn−m)

1− α
‖ w0 ‖ .

Since 0 < α < 1 and ‖ w0 ‖<∞, which gives

‖ un − um ‖≤
αm+1

1− α
‖ w0 ‖ . (6.16)

Taking the limit as m→∞, we have ‖ un − um ‖→ 0. Therefore, {un} is a Cauchy sequence in the Banach space X
and as a result the series

∑n
i=0 wi is convergent. �

Similarly, we can establish the convergence analysis for fourth-order SEFT equation.

7. Numerical Illustrations

This section documents the accuracy and applicability of the proposed coupled iterative technique. We tested the
proposed technique on some numerical examples of third and fourth-order nonlinear SEFT equations of each kind
with suitable initial conditions (ICs).

Example 7.1. Consider the following 1st kind nonlinear third-order SEFT equation with shape factor p = 3 as

d3u

dx3
+

6

x

(
d2u

dx2

)
+

6

x2

(
du

dx

)
− 6(10 + 2x3 + x6)e−3u = 0,

subject to ICs

u(0) = 0, u′(0) = u′′(0) = 0,

(7.1)

where g(x, u) = −6(10 + 2x3 + x6)e−3u. The Lagrange’s multiplier for the problem (7.1) is calculated by (3.5),
which is defined as

ψ(x, t) =
−t2

2
− 1

2

(
t4

x2

)
+
t3

x
. (7.2)

Choosing an initial approximation as u0(x) = 0 that meets the initial conditions. Applying the system of Equations
(5.7), we obtain the values of w1, w2, w3, . . ., as

w0 = 0,

w1 = x3 +
x6

28
+

x9

165
,

w2 = −15x6

28
− 3x9

70
− 523x12

56056
− 13x15

61600
+ . . . ,

w3 =
57x9

154
+

9x12

196
+

402069x15

34652800
+

15237x18

26626600
+ . . . ,

w4 = −2295x12

8008
− 140751x15

2932160
− 195616251x18

14484870400
− 23440386933x21

22446117293600
+ . . . ,

....

(7.3)

Thus, the series solution is calculated by using u =
∑n

i=0 wi

u(x) = x3 − x6

2
+
x9

3
− x12

4
+
x15

5
+ . . . , (7.4)

and the closed form solution of the aforementioned equation for n → ∞ is u(x) = ln(1 + x3), which also meets with
the exact solution.
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Example 7.2. Consider the following 2nd kind nonlinear third-order SEFT equation with shape factor p = 1 as

d3u

dx3
+

1

x

(
d2u

dx2

)
+ 4x(9 + 22x4 + x8)e−3u = 0,

subject to ICs

u(0) = 0, u′(0) = u′′(0) = 0,

(7.5)

where g(x, u) = 4x(9 + 22x4 + x8)e−3u. The Lagrange’s multiplier for problem (7.5) is calculated by Eq. (3.7),
which is defined as

ψ(x, t) = −t2 + xt

(
1 + ln

t

x

)
. (7.6)

Choosing an initial approximation as u0(x) = 0 that meets the initial conditions. Applying the system of equations
(5.7), we obtain the values of w1, w2, w3, . . . , as

w0 = 0,

w1 = −x4 − 11x8

49
− x12

363
,

w2 = −27x8

98
− 107x12

539
− 5893x16

296450
− 461x20

972895
+ . . . ,

w3 = −783x12

5929
− 43x16

275
− 477024132x20

13109760125
− 378413341x24

126092056475
+ . . . ,

w4 = −43731x16

592900
− 141862761x20

1191796375
− 649558629403x24

13870126212250
− 2496846903909956x28

334649280166133625
+ . . . ,

....

(7.7)

Thus, the series solution is calculated by using u =
∑n

i=0 wi

u(x) = −x4 − x8

2
− x12

3
− x16

4
− x20

5
+ . . . , (7.8)

and the closed form solution of the aforementioned equation for n → ∞ is u(x) = ln(1 − x4), which also meets with
the exact solution.

Example 7.3. Consider the following 1st kind nonlinear third-order SEFT equation with shape factor p = 1 as

d3u

dx3
+

2

x

(
d2u

dx2

)
− 9

8
(8 + x6)u−5 = 0,

subject to ICs

u(0) = 1, u′(0) = u′′(0) = 0,

(7.9)

where g(x, u) = − 9
8 (8 + x6)u−5. The Lagrange’s multiplier for problem (7.9) is calculated by Eq. (3.5), which is

defined as

ψ(x, t) = −xt+

(
1− ln

t

x

)
t2. (7.10)
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Choosing an initial approximation as u0(x) = 1 that meets the initial conditions. Applying the system of equations
(5.7), we obtain the values of w1, w2, w3, . . . , as

w0 = 1,

w1 =
x3

2
+

x9

576
,

w2 = −x
6

8
− 185x12

101376
− 5x18

2820096
,

w3 =
35x9

576
+

11801x15

7096320
+

110431x21

24320507904
+

305x27

95025954816
,

w4 = −3775x12

101376
− 1287271x18

868589568
− 34273759x24

4474973454336
− 53853419x30

4097519171665920
+ . . . ,

....

(7.11)

Thus, the series solution is calculated by using u =
∑n

i=0 wi

u(x) = 1 +
x3

2
− x6

8
+
x9

16
− 5x12

128
+ . . . , (7.12)

and the closed form solution of the aforementioned equation for n→∞ is u(x) =
√

1 + x3, which also meets with the
exact solution.

Example 7.4. Consider the following 2nd kind linear third-order SEFT equation with shape factor p = 2 as

d3u

dx3
+

2

x

(
d2u

dx2

)
− 25x2

8
(16 + 52x2 + 7x10)u7 = 0,

subject to ICs

u(0) = 1, u′(0) = u′′(0) = 0,

(7.13)

where g(x, u) = − 25x2

8 (16 + 52x2 + 7x10)u7. The Lagrange’s multiplier for problem (7.13) is calculated by (3.7) as

ψ(x, t) = −xt+

(
1− ln

t

x

)
t2. (7.14)

Choosing an initial approximation as u0(x) = 1 that meets the initial conditions. Applying the system of equations
(5.7), we obtain the values of w1, w2, w3, . . . , as

w0 = 1,

w1 =
x5

2
+

13x10

72
+
x15

144
,

w2 =
7x10

36
+

65x15

324
+

91x20

2432
+

91x25

38400
+ . . . ,

w3 =
17x15

162
+

455x20

2592
+

822311x25

11819520
+

3627533x30

321343200
+ . . . ,

w4 =
5957x20

98496
+

107653x25

777600
+

551358157x30

6169789440
+

6962482397x35

271927756800
+ . . . ,

....

(7.15)

Thus, the series solution is calculated by using u =
∑n

i=0 wi

u(x) = 1 +
x5

2
+

3x10

8
+

5x15

16
+

35x20

128
+ . . . , (7.16)
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and the closed form solution of the aforementioned equation for n → ∞ is u(x) = 1√
1−x5

, which also meets with the

exact solution.

Example 7.5. Consider the following 1st kind nonlinear fourth-order SEFT equation with shape factor p = 4 as

d4u

dx4
+

12

x

(
d3u

dx3

)
+

36

x2

(
d2u

dx2

)
+

24

x3

(
du

dx

)
+ 60(7− 18x4 + 3x8)u9 = 0,

subject to ICs

u(0) = 1, u′(0) = u′′(0) = u′′′(0) = 0,

(7.17)

where g(x, u) = 60(7 − 18x4 + 3x8)u9. The Lagrange’s multiplier for problem (7.17) is calculated by Eq. (3.10),
which is defined as

ψ(x, t) = −1

6
t3 +

1

2

(
t4

x

)
− 1

2

(
t5

x2

)
+

1

6

(
t6

x3

)
. (7.18)

Choosing an initial approximation as u0(x) = 1 that meets the initial conditions. Applying the system of equations
(5.7), we obtain the values of w1, w2, w3, . . . , as

w0 = 1,

w1 = −x
4

2
+

3x8

22
− x12

182
,

w2 =
21x8

88
− 657x12

4004
+

8565x16

369512
+ . . . ,

w3 = −327x12

2288
+

116955x16

739024
− 277268148x20

6298655363
+ . . . ,

w4 =
543935x16

5912192
− 309316185x20

2214911776
+

686706167261x24

11229602704320
+ . . . ,

....

(7.19)

Thus, the series solution is calculated by using u =
∑n

i=0 wi

u(x) = 1− t4

2
+

3t8

8
− 5t12

16
+

35t16

128
+ . . . , (7.20)

and the closed form solution of the aforementioned equation for n → ∞ is u(x) = 1√
1+x4

, which also meets with the

exact solution.

Example 7.6. Consider the following 2nd kind nonlinear fourth-order SEFT equation with shape factor p = 5 as

d4u

dx4
+

10

x

(
d3u

dx3

)
+

20

x2

(
d2u

dx2

)
+ 21(5x4 − 6)u−15 = 0,

subject to ICs

u(0) = 1, u′(0) = u′′(0) = u′′′(0) = 0,

(7.21)

where g(x, u) = 21(5x4 − 6)u−15. The Lagrange’s multiplier for problem (7.21) is calculated by Eq. (3.12), which
is defined as

ψ(x, t) = − 1

12
xt2 +

1

6
t3 − 1

6

(
t5

x2

)
+

1

12

(
t6

x3

)
. (7.22)
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Choosing an initial approximation as u0(x) = 1 that meets the initial conditions. Applying the system of Equations
(5.7), we obtain the values of w1, w2, w3, . . . , as

w0 = 1,

w1 =
x4

4
− 3x8

176
,

w2 = −27x8

352
+

119x12

7744
− 35x16

107008
,

w3 =
609x12

15488
− 45871x16

3531264
+

16079049x20

22633048064
− 546175x24

50680700928
+ . . . ,

w4 = −342965x16

14125056
+

248941203x20

22633048064
− 1542142685825x24

1461732776165376
+

145446588293x28

3940323135750144
+ . . . ,

....

(7.23)

Thus, the series solution is calculated by using u =
∑n

i=0 wi

u(x) = 1 +
x4

4
− 3x8

32
+

7x12

128
− 77x16

2048
+ . . . , (7.24)

and the closed form solution of the aforementioned equation for n → ∞ is u(x) = (1 + x4)
1
4 , which also meets with

the exact solution.

Example 7.7. Consider the following 3rd kind nonlinear fourth-order SEFT equation with shape factor p = 4 as

d4u

dx4
+

4

x

(
d3u

dx3

)
+ 32(15− 129x4 + 49x8 + x12)eu = 0,

subject to ICs

u(0) = 0, u′(0) = u′′(0) = u′′′(0) = 0,

(7.25)

where g(x, u) = 32(15 − 129x4 + 49x8 + x12)eu. The Lagrange’s multiplier for problem (7.25) is calculated
by Eq. (3.13), which is defined as

ψ(x, t) =
1

2
xt2 − 1

6
x2t− 1

2
t3 +

1

6

(
t4

x

)
. (7.26)

Choosing an initial approximation as u0(x) = 0 that meets the initial conditions. Applying the system of Equations
(5.7), we obtain the values of w1, w2, w3, . . . , as

w0 = 0,

w1 = −4x4 +
86x8

63
− 196x12

2145
− x16

1785
,

w2 =
40x8

63
− 45064x12

45045
+

1121518x16

5360355
− 228712252x20

13749310575
+ . . . ,

w3 = −2176x12

9009
+

103888x16

153153
− 82279938128x20

288735522075
+

924613331144x24

17392877877375
+ . . . ,

w4 =
40384x16

357357
− 25495405888x20

57747104415
+

111193516505728x24

365250435424875
− 6526443926378554016x28

67665492115854407775
+ . . . ,

....

(7.27)

Thus, the series solution is calculated by using u =
∑n

i=0 wi

u(x) = −4x4 + 2x8 − 4x12

3
+ x16 − 4x20

5
+ . . . , (7.28)
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and the closed form solution of the aforementioned equation for n → ∞ is u(x) = −4 log (1 + x4), which also meets
with the exact solution.

8. Conclusion

This work deals with the solutions of the higher-order nonlinear SEFT equations with suitable initial conditions. The
proposed coupled iterative scheme is developed by combining the concepts of VIM and HPM. With the assistance of the
variational iteration method, an analogous recursive integral transform including Lagrange’s multipliers is constructed
for the nonlinear higher-order singular differential equation with suitable initial conditions. Some numerical examples
are used to show the accuracy and easiness for the proposed method. To handle the nonlinearity, and the singularity
(at point x = 0) the notion of homotopy is taken into account. On the basis of the proposed study, we have drawn
the following conclusions:

• A coupled iterative technique is established in terms of Lagrange’s multipliers for a class of nonlinear higher
order Lane-Emden initial value problems.
• In contrast to standard Emden-Fowler equations having unique shape factors, we discussed the cases with

different shape factors and found the proposed study yields effective results for all shape factors p > 0.
• The proposed iterative technique adequately tackles the numerical problems containing the singular point at

more than one place.
• The findings show that the proposed study produces an effective and reliable approach that can be used to

obtain exact series solutions to the nonlinear higher-order SEFT equations.
• The proposed iterative technique is found to be easy and fast and it can be applied to other types of nonlinear

singular differential equations.

References

[1] V. Ananthaswamy and S. Punitha, Mathematical study on infinite boundary value problem for MHD flow of a
micropolar nanofluid, Comput. Methods Differ. Equ., (2025).

[2] S. Aydinlik and A. Kiris, A high-order numerical method for solving nonlinear Lane-Emden type equations arising
in astrophysics, Astrophys Space Sci., 363 (2018), 1-12.

[3] S. Chandrasekhar, An introduction to the study of Stellar structure, Dover Publications, New York, 1967.
[4] P. L. Chambre, On the solution of the Poisson-Boltzmann equation with application to the theory of thermal

explosions, J. Chem. Phys., 20 (1952), 1795-1797.
[5] H. T. Davis, Introduction to nonlinear differential and integral equations, US Atomic Energy Commission, 1960.
[6] A. Dezhbord, T. Lotfi, and K. Mahdiani, A numerical approach for solving the high-order nonlinear singular

Emden-Fowler type equations, Adv. Difference Equ., 2018(1) (2018), 1-17.
[7] R. C. Duggan and A. M. Goodman, Pointwise bounds for a nonlinear heat conduction model of the human head,

Bull. Math. Biol., 48(2) (1986), 229-236.
[8] R. Emden, Gaskugeln Anwendungen der Mechan, Warmtheorie. Teubner, Leipzig/Berlin. (1907).
[9] R. H. Fowler, Further studies of Emden’s and similar differential equations, Q. J. Math., 2(1) (1931), 259-288.

[10] J. H. He, Homotopy perturbation technique, Comput. Methods Appl. Mech. Engrg., 178 (1999), 257-262.
[11] J. H. He, Variational iteration method-a kind of nonlinear analytical technique, Some examples, Int. J. Non-Linear

Mech., 34(4) (1999), 699-708.
[12] Y. J. Huang and H. K. Liu, A new modification of the variational iteration method for van der Pol equations,

Appl. Math. Model., 37(16-17) (2013), 8118-8130.
[13] M. K. Iqbal, M. Abbas, and I. Wasim, New cubic B-spline approximation for solving third order Emden-Fowler

type equations, Appl. Math. Comput., 331 (2018), 319-333.
[14] J. B. Keller, Electrohydrodynamics I. The equilibrium of a charged gas in a container, J. Ration. Mech. Anal.,

5(4) (1956), 715-724.
[15] J. H. Lane, On the theoretical temperature of the sun; under the hypothesis of a gaseous mass maintaining its

volume by its internal heat, and depending on the laws of gases as known to terrestial experiment, Am. J. Sci.,
2(148) (1870), 57-74.



Unco
rre

cte
d Pro

of

REFERENCES 17

[16] S. Liao, An optimal homotopy-analysis approach for strongly nonlinear differential equations, Commun. Nonlinear
Sci. Numer. Simulat., 15(8) (2010), 2003-2016.

[17] B. Lin, A new numerical scheme for third-order singularly Emden-Fowler equations using quintic B-spline func-
tion, Int. J. Comput. Math., 98(12) (2021), 2406-2422.

[18] V. Marinca and N. Herisanu, Application of optimal homotopy asymptotic method for solving nonlinear equations
arising in heat transfer, Int. Commun. Heat Mass Transf., 35(6) (2008), 710-715.

[19] M. Merafina, G. S. Bisnovatyi-Kogan, and S. O. Tarasov, A brief analysis of self-graviating polytropic models with
a non-zero cosmological constant, Astron. Astrophys., 541 (2012), A84.

[20] B. Muatjetjeja and C. M. Khalique, First integrals for a generalized coupled Lane-Emden system, Nonlinear Anal.
Real World Appl., 12(2) (2011), 1202-1212.

[21] R. K. Pandey and A. K. Verma, Existence-uniqueness results for a class of singular boundary value problems
arising in physiology, Nonlinear Anal. Real World Appl., 9 (2008), 40-52.

[22] K. Parand, M. Shahini, and M. Dehghan, Rational Legendre pseudospectral approach for solving nonlinear differ-
ential equations of Lane-Emden type, J. Comput. Phys., 228 (2009), 8830-8840.

[23] Z. Perveen, Z. Fatima, A. H. Majeed, and A. Refaie ALi, Exact and iterative solutions for DEs, including Fokker-
Planck and Newell-Whitehead-Segel equations using Shehu Transform and HPM, Comput. Methods Differ. Equ.,
(1-22) (2024).

[24] O. W. Richardson, The Emission of Electricity from Hot Bodies, Longmans Green and Company, 4 (1921).
[25] M. A. Rufai and H. Ramos, Numerical integration of third-order singular boundary value problems of Emden-

Fowler type using hybrid block techniques, Commun. Nonlinear Sci. Numer. Simul., 105 (2022), 106069.
[26] J. Shahni and R. Singh, An efficient numerical technique for Lane-Emden-Fowler boundary value problems, Bern-

stein collocation method, Eur. Phys. J. Plus, 135(6) (2020), 1-21.
[27] M. Singh and A. K. Verma, An effective computational technique for a class of Lane-Emden equations, J. Math.

Chem., 54(1) (2016), 231-251.
[28] M. Singh, A. K. Verma, and R. P. Agarwal, On iterative method for class of 2 point & 3 point nonlinear SBVPs,

J. Appl. Anal. Comput., 9 (2019), 1242-1260.
[29] R. Singh, H. Garg, and V. Guleria, Haar wavelet collocation method for Lane-Emden equations with Dirichlet,

Neumann and Neumann-Robin boundary conditions, J. Comput. Appl. Math., 346 (2018), 150-161.
[30] Swati, M. Singh, and K. Singh, An efficient technique based on higher order Haar wavelet method for Lane-Emden

equations, Math Comput. Simul., 206 (2023), 21-39.
[31] Swati, K. Singh, A. K. Verma, and M. Singh, Higher order Emden-Fowler type equations via uniform Haar

Wavelet resolution technique, J. Comput. Appl. Math., 376 (2020), 112836.
[32] A. K. Verma and S. Kayenat, Applications of modified Mickens-type NSFD schemes to Lane-Emden equations,

Comp. Appl. Math, 39 (2020), 1-25.
[33] A. K. Verma, M. Singh, and R. P. Agarwal, Regions of existence for a class of nonlinear diffusion type problems,

Appl. Anal. Discret. Math., 14(1) (2020), 106-121.
[34] A. K. Verma, B. Pandit, and R. P. Agarwal, On approximate stationary radial solutions for a class of boundary

value problems arising in epitaxial growth theory, J. Appl. Comput. Mech., 6(4) (2020), 713-734.
[35] A. K. Verma, B. Pandit, and C. Escudero, Numerical solutions for a class of singular boundary value problems

arising in the theory of epitaxial growth, Eng. Comput., 37(7) (2020), 2539-2560.
[36] A. Verma and M. Kumar, Numerical solution of third-order Emden-Fowler type equations using artificial neural

network technique, Eur. Phys. J. Plus, 135(9) (2020), 1-14.
[37] A. M. Wazwaz, R. Rach, L. Bougoffa, and J. S. Duan, Solving the Lane-Emden-Fowler type equations of higher

orders by the Adomian decomposition method, Comput. Model. Eng. Sci. (CMES), 100(6) (2014), 507-529.
[38] A. M. Wazwaz, The variational iteration method for solving new fourth-order Emden-Fowler type equations,

Chem. Eng. Commun., 202(11) (2015), 1425-1437.
[39] A. M. Wazwaz, Solving two Emden-Fowler type equations of third order by the variational iteration method, Appl.

Math. Inf. Sci., 9(5) (2015), 2429-2436.



Unco
rre

cte
d Pro

of

18 REFERENCES

[40] A. M. Wazwaz, Adomian decomposition method for a reliable treatment of the Emden-Fowler equation, Appl.
Math. Comput., 161 (2005), 543-560.

[41] J. S. W. Wong, On the generalized Emden-Fowler Equation, SIAM Rev., 17 (1975), 339-360.
[42] H. Zou, A priori estimates for a semilinear elliptic system without variational structure and their applications,

Math. Ann., 323(4) (2002), 713-735.


	1. Introduction
	2. Formulation of higher-order equations: SEFT 
	2.1. Formulation of SEFT equation: Third-order
	2.2. Formulation of SEFT equation: Fourth-order

	3. Equivalent integral transformation: SEFT
	3.1. Third-order SEFT equation: VIM
	3.2. Fourth-order SEFT equation: VIM

	4. Homotopy Perturbation Method (HPM): SEFT equation
	5. Coupled iterative scheme: SEFT equation
	6. Convergence Analysis 
	6.1. Convergence analysis: SEFT equation

	7. Numerical Illustrations
	8. Conclusion
	References



