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Abstract

This paper tries to provide an attractive framework based on Block-Pulse functions for numerical solution of a

system of two-dimensional Volterra integral equations of the second kind. These types of systems are created
through the modeling of physics or engineering phenomena. By constructing operational matrices based on Block-

Pulse functions and reduction of variables, a simpler algorithm is built. The block-pulse method is affordable

because it converts algebraic systems to a matrix system and reduces the amount of computation. Some numerical
examples and error analysis which are in detail support the method.
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1. Introduction

The system of Volterra integral equations (2D-VIEs) has a main niche in applied fields like engineering, physics,
etc. For more details, see [? ? ? ]. In the analysis of some classes of differential-algebraic systems of PDE [? ]
or in the modeling of certain heat conduction processes, the system of 2D-VIEs may arise. Here, with the help of
two-dimensional Block-Pulse functions (2D-BPfs), we find the solution of a system of 2D-VIE as:

l∑
j=1

λijuj(x, y) = gi(x, y) +

l∑
j=1

∫ y

0

∫ x

0

kij(x, y, s, t)uj(s, t)dsdt, (1.1)

i = 1, 2, ..., l,

gi(x, y) is known and uj(x, y) is unknown functions, respectively, defined on [0, x]× [0, y]. The kernel can be separable
or not; both types are solved in examples.
λij , kij(x, y, s, t) can be linear functions or even constants. The matrix λij does not degenerate at any point in the

integration domain, then this is the system of integral equations of the second kind. The uniqueness of the solution
of system of 2D-VIE has been given in [? ? ]. Through the paper, suppose that:

u = [u1(x, y), · · · , ul(x, y)]T . (1.2)

We want to get solution using the procedure as:

u ' CΨ, (1.3)

that we try to find C, and, Ψ is introduced later. Also, we will present more details about k, g and k later.

λ =

λ1,1 · · · λ1,l
...

. . .

λl,1 · · · λl,l

 , g = [g1(x, y), · · · , gl(x, y)]T , (1.4)
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k(x, y, s, t) = [kij(x, y, s, t)], i, j = 1, · · · , l, λu = g +

∫ y

0

∫ x

0

kudsdt. (1.5)

In [? ], the authors obtained solutions of a two-dimensional system by Legendre wavelets. Fractional differential
equations are solved by BP operational matrix in [? ]. Maleknejad et al. used operational matrices based on BPFs
to find the numerical solutions of stochastic Volterra integral equations [? ]. Ezzati et al. applied 2D-BPfs to solve
two-dimensional integro-differential equations of fractional order [? ]. The system of Volterra equations has been
solved by Sinc approximation in [? ]. In [? ] Sheng et al. and in [? ] Conte and Paternoster introduced a multistep
method for solving the Volterra equation. A fractional-order operational matrix method based on Euler wavelets in [?
] and an operational matrix scheme based on two-dimensional wavelets in [? ] for solving integro-differential equations
are proposed. In [? ] authors, making use of Gauss quadrature with Chebyshev polynomials for V-FIEs. Spectral
Legendre-Chebyshev polynomials are used for MV-FIEs in [? ] and, in [1] the chebyshev collocation method is applied
for solving V-FIEs. The block-pulse method is affordable because it converts algebraic systems to a matrix system,
especially sparse matrices, and reduces the amount of computation. So we studied the methods mentioned as the
linear multistep method and the Rung-Kutta method and related papers. After discussing, we found that suggested
methods also work like the present method in terms of convergence. We aptly elucidate the following reasons and
references to confirm the claim. According to the convergence theorems in the interesting works [? ? ] about the
multistep collocation method and using the linear multistep method (i.e., with M=1, m < M + 1) in both works, one
can deduce that the convergence rate of the block-pulse method and multistep method are the same and equal to 1.
(For comprehensive study, note to Theorem 4.2 in [? ] and Theorem 4.6 in [? ]). We accept that for the sake of
good comparison with hp− version methods (multistep methods with higher M), hybrid block-pulse and polynomials
can be competitive and comparative with them as well. Suggested methods in [? ? ? ] also work like the present
method in terms of the convergence rate. To the best of our knowledge, different ODE and PDE problems convert to
a smoother space by taking integration from them and this expression is not regular for the vise versa. It means that
converting IE problems to ODE/PDE under some strong assumptions like differentiability for the unknown solution
and known functions is a big hypothesis and not regular in the approximation theory. By and large, the presented
method has the same convergence rate as the linear multistep method, and we ensure that the main feature of block-
pulse functions as a simple tool to approximate some system problem is conducive. Simplicity of performance, less
complexity and capability to improve performance, hybrid functions such as hybrid block-pulse and Legendre make
them more attractive for future research.

The paper is ordered as follows: In section 2, BPfs are introduced. Section 3 centers on the product of operational
matrices. A new method is proposed in section 4. Error analysis is stated in section 5. Some numerical examples in
section 6 confirm the efficiency of the method and Section 7 contains the conclusion.

2. One and Two-dimensional BPfs

Consider the one-dimensional BPfs as:

ψi(x) =

{
1, (i− 1)h ≤ x ≤ ih,

0, otherwise,
(2.1)

where h = T
m and x ∈ [0, T ]. The 2D-BPfs ψi,j(x, y)(i = 1, 2, ...,m : j = 1, 2, ..., n) are in region of x ∈ [0, T1],

y ∈ [0, T2], h1 = T1

m , h2 = T2

m , and defined as the following:

ψi,j(x, y) =

{
1, (i− 1)h1 ≤ x ≤ ih1, (j − 1)h2 ≤ y ≤ jh2,

0, otherwise.
(2.2)

Properties of 2D-BPfs:
1. Disjointness [? ]



Unco
rre

cte
d Pro

of

CMDE Vol. *, No. *, *, pp. 1-13 3

ψi,j(x, y)ψk,l(x, y) =

{
ψi,j(x, y), i = k, j = l,

0, otherwise.
(2.3)

2. Orthogonality: For i, k = 1, 2, ...,m , j, l = 1, 2, ..., n,∫ T1

0

∫ T2

0

ψi,j(x, y)ψk,l(x, y)dxdy =

{
h1h2, i = k, j = l,

0, otherwise,
(2.4)

where x ∈ [0, T1], y ∈ [0, T2] and T1, T2 are mentioned before.
3. Completness: For every u ∈ L2([0, T1)× [0, T2)) when i, j approach to the identity, Parseval’s identity occurs:∫ T1

0

∫ T2

0

u2(x, y)dxdy =
∞∑
i=1

∞∑
j=1

u2i,j‖ψi,j(x, y)‖2, (2.5)

where

ui,j =
1

h1h2

∫ T1

0

∫ T2

0

u(x, y)ψi,j(x, y)dxdy. (2.6)

3. Product of matrices

2D-BPfs can be defined as:

Ψ(x, y) = [ψ1,1(x, y), ..., ψ1,n(x, y), ..., ψm,1(x, y), ..., ψm,n(x, y)]T . (3.1)

Clearly, we have:

Ψ(x, y).ΨT (x, y) =


ψ1,1(x, y) 0 · · · 0

0 ψ1,2(x, y) · · · 0
... · · ·

. . .
...

0 · · · 0 ψm,n(x, y)

 = α, (3.2)

ΨT (x, y).Ψ(x, y) = 1, (3.3)

Ψ(x, y).ΨT (x, y).A = Ã.Ψ(x, y), (3.4)

ΨT (x, y).B.Ψ(x, y) = B̂T .Ψ(x, y). (3.5)

Here, A is an mn-vector, Ã = diag(A). Also, B is an (mn)× (mn)-matrix and B̂ is a mn-vector with entries equal
to the diagonal entries of matrix B. Two-dimensional integration of the vector Ψ(x, y) can be obtained as

∫ x

0

∫ y

0

Ψ(s, t)dsdt = EΨ(x, y), (3.6)
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and E = E1 ⊗ E1 [? ], where ⊗ is a Kronecker product and E1 is the operational matrix of BPfs defined over [0, 1]

with h =
1

m
as follows:

E1 =
h

2


1 2 2 · · · 2
0 1 2 · · · 2
0 0 1 · · · 2
· · · · · · · · · · · ·
0 0 0 · · · 1

 . (3.7)

So, by relation (3.1) we have:

∫ T

0

∫ T

0

Ψ(x, y)ΨT (x, y)dxdy =

∫ T

0

∫ T

0

αdxdy = h2I =


h2 0 0 · · · 0
0 h2 0 · · · 0
... · · ·

... · · ·
0 0 0 · · · h2

 . (3.8)

4. Explanation of the method

We apply 2D-BPfs to solve the Eq. (1.1). Suppose that

uj(x, y) ' CjΨ(x, y),


u1(x, y)
u2(x, y)

...
ul(x, y)

 =


C1Ψ(x, y)
C2Ψ(x, y)

...
ClΨ(x, y)

 , (4.1)

where Ψ(x, y) is defined in the previous section and Cj , j = 1, 2, ..., l are unknowns.

uj(x, y) '
m∑
i=1

l∑
j=1

cijψi,j(x, y), (4.2)

where

cij =
1

h1h2

∫ ih1

(i−1)h1

∫ jh2

(j−1)h2

uj(x, y)dxdy. (4.3)

Then Eq. (1.1) converts to:

l∑
j=1

λij

m∑
i=1

l∑
j=1

cijψi,j(x, y) = gi(x, y) +
l∑

j=1

∫ y

0

∫ x

0

kij(x, y, s, t)
m∑
i=1

l∑
j=1

cijψi,j(s, t)dsdt.

Suppose kim(x, y, s, t) is a function of four variables in [0, T1]× [0, T2]× [0, T3]× [0, T4]. It can be expanded with respect
to 2D-BPfs as:

kim(x, y, s, t) ' ΨT (x, y)KimΨ(s, t), (4.4)

where Ψ(x, y),Ψ(s, t) are 2D-BPfs vectors with mn, kl dimensions, respectively, and K is the (mn)× (kl) 2D-BPfs
functions matrix.

kim = [kijmn], j, n = 1 : l,

kijmn =
< ψi,j(x, y), < kim, ψmn(s, t) >>

‖ψi,j(x, y)‖2‖ψm,n(x, y)‖2
, (4.5)

g(x, y) ' GjTΨ(x, y) = ΨT (x, y)Gj . (4.6)
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By using (4.4) and (4.6), we have:∫ y

0

∫ x

0

kij(x, y, s, t)uj(s, t)dsdt =

∫ y

0

∫ x

0

ΨT (x, y)KijΨ(s, t)ΨT (s, t)Cjdsdt

=

∫ y

0

∫ x

0

ΨT (x, y)kijC̃jΨ(s, t)dsdt

= ΨT (x, y)KijC̃j

∫ y

0

∫ x

0

Ψ(s, t)dsdt

= ΨT (x, y)KijC̃jEΨ(x, y)

= ΨT (x, y)BijΨ(x, y)

= B̂TijΨ(x, y).

In above equation

KijC̃jE = Bij . (4.7)

Therefore

∫ y

0

∫ x

0

kij(x, y, s, t)uj(s, t)dsdt = B̂TijΨ(x, y). (4.8)

So, Eq. (1.1) becomes:λ11 · · · λ1l
...

. . .
...

λl1 · · · λll


u1(x, y)

...
ul(x, y)

 =

g1(x, y)
...

gl(x, y)

+

∫ y

0

∫ x

0

k11(x, y, s, t) · · · k1l(x, y, s, t)
...

. . .
...

kl1(x, y, s, t) · · · kll(x, y, s, t)


u1(s, t)

...
ul(s, t)

 dsdt.
Then by relations (4.7) and (4.8) we have:

λΨT (x, y)C = ΨT (x, y)G+ ΨT (x, y)B̂. (4.9)

The new system becomes λC = G+ B̂. Now, we construct a system and solve it by Newton’s method.

5. Convergence and Error analysis

Now we present error analysis of the method on ρ = [0, 1]4. For convenience, we putm1 = m2 = m, and consequently

h1 = h2 =
1

m
. Also, we consider for simplicity the 2−norm for matrixes.

u(x, y) = [uj(x, y)], j = 1, 2, ..., l, (5.1)

g(x, y) = [gj(x, y)], j = 1, 2, ..., l, (5.2)

and

k(x, y) = [ki,j(x, y, s, t)], i, j = 1, 2, ..., l, (5.3)

as

‖f‖2 =

[∫ 1

0

∫ 1

0

|f(x, y)|2dxdy
]1

2
,

‖k‖2 =

[∫ 1

0

∫ 1

0

∫ 1

0

∫ 1

0

|k(x, y, s, t)|2dxdydsdt
]1

2
,
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so

‖f‖2 =

 l∑
j=1

‖fj‖22


1

2
(5.4)

and

‖k‖2 =

 l∑
i=1

l∑
j=1

‖Ki,j‖22


1

2
, (5.5)

for every (x, y) ∈ τ = [0, 1]2 and (x, y, s, t) ∈ ρ.

Theorem 5.1. [? ] Suppose f(x, y), is a differentiable function on τ with

‖f ′‖2 ≤ α.

Let

f̂m(x, y) =

m∑
i=1

m∑
j=1

fijψi(x)ψj(y),

be the 2D-BPfs expansion of f(x, y) and e(x, y) = f(x, y)− f̂m(x, y), then for every (x, y) ∈ τ we have

‖e‖22 ≤
2

m2
× α2,

hence

‖e‖2 = O(
1

m
).

Theorem 5.2. [? ] Suppose that k(x, y, s, t), is defined on ρ with

‖k′‖2 ≤ β,

and

k̂m(x, y, s, t) =

m∑
i=1

m∑
j=1

m∑
p=1

m∑
q=1

kijpqψi(x)ψj(y)ψp(s)ψq(t),

is four-dimensional BPfs expansion of k(x, y, s, t). If

e(x, y, s, t) = k(x, y, s, t)− k̂m(x, y, s, t),

then for every (x, y, s, t) ∈ ρ we have

‖e‖22 ≤
4

m2
× β2,

hence

‖e‖2 = O(
1

m
).
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Theorem 5.3. Let f(x, y) be as defined in (5.4) and fm(x, y) be the BPfs matrix of f(x, y). Then for (x, y) ∈ τ we
have

‖f− fm‖2 ≤
C

m
,

where

C =

 l∑
j=1

2α2
j


1

2
.

Proof. According to the defined norm in (5.4), we write

‖f− fm‖2 =

 l∑
j=1

‖fj − f jm‖22


1

2
,

from Theorem 5.1, we conclude

‖f− fm‖2 ≤

 l∑
j=1

2

m2
× α2

j


1

2
=

1

m

 l∑
j=1

2α2
j


1

2
=
C

m
,

where

C =

 l∑
j=1

2α2
j


1

2
.

�

Theorem 5.4. Let k(x, y, s, t) be as defined in (5.3) and km(x, y, s, t) be the BPfs matrix of k(x, y, s, t). Then for
(x, y, s, t) ∈ ρ we have

‖k− km‖2 ≤
C ′

m
,

so

C ′ =

 l∑
i=1

l∑
j=1

4β2
i,j


1

2
,

where β is defined in Theorem 5.2.

Proof. The proof is similar to the proof of Theorem 5.3 by using Theorem 5.2.
�

Theorem 5.5. Suppose that u(x, y), is the exact and um(x, y) is the BPfs approximate solution of Eq. (1.1), respec-
tively. Also, assume that

(a) ‖u‖2 ≤ σ, (x, y) ∈ τ,
(b) ‖k‖2 ≤ σ′, (x, y, s, t) ∈ ρ,

(c) (σ′ +
C ′

m
) < ‖λ‖2,
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then

‖u− um‖2 = O

(
1

m

)
.

Proof. By considering (a), we have

λ (u(x, y)− um(x, y)) = g(x, y)− gm(x, y)

+

∫ y

0

∫ x

0

(k(x, y, s, t)u(s, t)− km(x, y, s, t)um(s, t)) dsdt,

then by mean value theorem for the 2D-integrals, for every (x, y) ∈ τ and (x, y, s, t) ∈ ρ, we have

‖λ‖2‖u− um‖2 ≤ ‖g− gm‖2 + xy‖ku− kmum‖2. (5.6)

By using hypothesises (a) and (b) and Theorem 5.4, we get

‖ku− kmum‖2 ≤ ‖k‖2‖u− um‖2 + ‖k− km‖2 (‖u− um‖2 + ‖u‖2)

≤ σ′‖u− um‖2 +
C ′

m
(‖u− um‖2 + σ) . (5.7)

By substituting (5.6) in (5.7) and using Theorem 5.3, we have

‖λ‖2‖u− um‖2 ≤
C

m
+ xy

[
(σ′ +

C ′

m
)‖u− um‖2 +

C ′

m
σ

]
,

by taking sup, we can get

‖λ‖2‖u− um‖2 ≤
C

m
+ 1× 1

[
(σ′ +

C ′

m
)× sup(x,y)∈τ‖u− um‖2 +

C ′

m
σ

]
,

where by considering hypothesis (c) we have

‖u− um‖2 ≤

C

m
+
C ′

m
σ

‖λ‖2 − (σ′ +
C ′

m
)

,

hence

‖u− um‖2 = O

(
1

m

)
.

Now the accuracy of the solution is being discussed. When the approximated solution of Eq. (1.1) is substituted in
it, the error is obtained. That is, for 0 ≤ a ≤ x, y ≤ b, (x, y) = (xp, yp) , p = 0, 1, 2, ... :

Ej(xp, yp) = ‖
l∑

j=1

λijuj(xp, yp)− gi(xp, yp)−
l∑

j=1

∫ yp

0

∫ xp

0

kij(xp, yp, s, t)uj(s, t)dsdt‖ ' 0, (5.8)

i, j = 1, 2, ..., l. , Ej(xp, yp) ≤ 10−mp (mp is a positive integer). If max 10−mp = 10−m (m is a positive integer),
then the error can be estimated by

EN (x, y) = Λ(x, y)UN (x, y)−G(x, y)−KU. (5.9)

If N is large enough, then the error decreases. �
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Table 1. Example 6.1, m = 10 and T1 = T2 = 1.

(xi, yi) Exact (u1(x, y), u2(x, y)) Approximation (u1(x, y), u2(x, y)) error (u1(x, y), u2(x, y)) l2error

( 1
11 ,

1
11 ) (2.48902× 10−2, 6.20921× 10−6) (1.31464× 10−2, 8.33337× 10−7) (1.17438× 10−2, 5.37588× 10−6) (1.17438× 10−2)

( 2
11 ,

2
11 ) (5.4518× 10−2, 1.98695× 10−4) (4.35877× 10−2, 8.75053× 10−5) (1.09303× 10−2, 1.1119× 10−4) (1.101023× 10−2)

( 3
11 ,

3
11 ) 8.95597× 10−2, 1.50884× 10−3) (8.02845× 10−2, 1.02948× 10−3) (9.27513× 10−3, 4.79361× 10−4) (9.301× 10−4)

( 4
11 ,

4
11 ) (1.30777× 10−1, 6.35823× 10−3) (1.2419× 10−1, 5.40078× 10−3) (6.58714× 10−3, 9.57454× 10−4) (6.58714× 10−6)

( 5
11 ,

5
11 ) (1.79029× 10−1, 1.94038× 10−2) (1.76325× 10−1, 1.87978× 10−2) (2.70376× 10−3, 6.05944× 10−4) (1.047728× 10−3)

( 6
11 ,

6
11 ) (2.35281× 10−1, 4.82828× 10−2) (2.37745× 10−1, 5.11039× 10−2) (2.46374× 10−3, 2.8211× 10−3) (1.26× 10−3)

( 7
11 ,

7
11 ) 3.00618× 10−1, 1.04358× 10−1) (3.09552× 10−1, 1.17859× 10−1) (8.93441× 10−3, 1.35007× 10−2) (3.12348× 10−3)

( 8
11 ,

8
11 ) (3.7626× 10−1, 2.03463× 10−1) (3.93078× 10−1, 2.41836× 10−1) (1.68178× 10−2, 3.83725× 10−2) (1.327296× 10−2)

( 9
11 ,

9
11 ) (4.63577× 10−1, 3.66648× 10−1) (4.90387× 10−1, 4.54979× 10−) (2.68101× 10−2, 8.83312× 10−2) (9.25× 10−2)

( 10
11 ,

10
11 ) (5.64106× 10−1, 6.20921× 10−1) (6.05424× 10−1, 8.00921× 10−1) (4.13188× 10−2, 1.8× 10−1) (1.803× 10−2)

Figure 1. Error Example 6.1 u1 for
m = 10 and T1 = T2 = 1.

Figure 2. Error Example 6.1 u2 for
m = 10 and T1 = T2 = 1.

6. Examples

Example 6.1. Consider{
u1(x, y)− u2(x, y) = g1(x, y) +

∫ y
0

∫ x
0

2xu1(s, t) + e−tu2(s, t)dtds

−u2(x, y) = g2(x, y) +
∫ y
0

∫ x
0
s2t3u1(s, t) + tyu2(s, t)dtds,

(6.1)

K(x, y, s, t) =

(
2x e−t

s2t3 ty

)
, λ =

(
1 −1
0 −1

)
,

g1(x, y) =
1

12
x

(
4x2e−y

(
y3 + 3y2 + 6y + 6

)
− 3
(
x2 − 1

)
ey − 3x

(
7x+ 4y3

))
,

g2(x, y) = − 1

16
x4
(
ey(y((y − 3)y + 6)− 6) + 6

)
− 1

15
x3y6 − x2y3,

with the exact solutions u1(x, y) = 1
4xe

y and u2(x, y) = x2y3. The approximate solutions obtained by BPfs and the

exact solutions for different values of m and T1, T2 and l2 error are in Table I and Figures 1, 2.
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Table 2. Example 6.2, m = 10 and T1 = T2 = 1.

(xi, yi) uexact(x, y) uapproximate(x, y) Error u(x, y) l2error
( 1
11 ,

1
11 ) 1.65289× 10−2 6.66673× 10−3 9.8622× 10−3 1.54× 10−2

( 2
11 ,

2
11 ) 6.61157× 10−2 4.66702× 10−2 1.94455× 10−2 2.48139× 10−2

( 3
11 ,

3
11 ) 1.4876× 10−1 1.26693× 10−1 2.2067× 10−2 3.539× 10−2

( 4
11 ,

4
11 ) 2.64463× 10−1 2.46768× 10−1 7.65× 10−3 7.64× 10−3

( 5
11 ,

5
11 ) 4.13223× 10−1 4.06944× 10−1 6.27943× 10−3 6.28× 10−3

( 6
11 ,

6
11 ) 5.95041× 10−1 6.07288× 10−1 1.2247× 10−2 1.237× 10−2

( 7
11 ,

7
11 ) 8.09917× 10−1 8.47894× 10−1 3.79766× 10−2 3.7987× 10−2

( 8
11 ,

8
11 ) 1.05785 1.12889 7.10343× 10−2 7.004× 10−2

( 9
11 ,

9
11 ) 1.33884 1.45044 1.11595× 10−1 1.1200× 10−1

( 10
11 ,

10
11 ) 1.65289 1.81281 1.59915× 10−1 1.6021× 10−1

Figure 3. Error Example 6.2 for m = 10 and T1 = T2 = 1.

Example 6.2. Consider

u(x, y) = g(x, y) +

∫ y

0

∫ x

0

(s2 + t2)u(s, t)dsdt, (6.2)

K(x, y, s, t) = s2 + t2, λ = 1, g(x, y) = x2 − 1

45
xy
(
9x4 + 10x2y2 + 9y4

)
+ y2, (6.3)

and uexact(x, y) = x2 + y2. Table 2 and Figure 3 show the results.

Example 6.3. We consider a problem that was solved numerically in [? ]. In this case, the kernel is not separable.
We have:

λ(x, y) =

(
1 x+ y

x+ y (x+ y)2

)
, (6.4)
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Table 3. Example 6.3, m = 10 and T1 = T2 = 1.

(xi, yi) Exact (u1(x, y), u2(x, y)) Approximation (u1(x, y), u2(x, y)) error (u1(x, y), u2(x, y)) l2error

( 1
11 ,

1
11 ) (2.48902× 10−2, 6.20921× 10−6) (1.31464× 10−2, 8.33337× 10−7) (1.17438× 10−2, 5.37588× 10−6) (1.17438× 10−2)

( 2
11 ,

2
11 ) (5.4518× 10−2, 1.98695× 10−4) (4.35877× 10−2, 8.75053× 10−5) (1.09303× 10−2, 1.1119× 10−4) (1.09303× 10−2)

( 3
11 ,

3
11 ) (8.95597× 10−2, 1.50884× 10−3) (8.02845× 10−2, 1.02948× 10−3) (9.27513× 10−3, 4.79361× 10−4) (9.287509× 10−3)

( 4
11 ,

4
11 ) (1.30777× 10−1, 6.35823× 10−3) (1.2419× 10−1, 5.40078× 10−3) (6.58714× 10−3, 9.57454× 10−4) (6.65636× 10−3)

( 5
11 ,

5
11 ) (1.79029× 10−1, 1.94038× 10−2) (1.76325× 10−1, 1.87978× 10−2) (2.70376× 10−3, 6.05944× 10−4) (2.85150× 10−3)

( 6
11 ,

6
11 ) (2.35281× 10−1, 4.82828× 10−2) (2.37745× 10−1, 5.11039× 10−2) (2.46374× 10−3, 2.8211× 10−3) (3.74547× 10−3)

( 7
11 ,

7
11 ) (3.00618× 10−1, 1.04358× 10−1) (3.09552× 10−1, 1.17859× 10−1) (8.93441× 10−3, 1.35007× 10−2) (1.61892× 10−2)

( 8
11 ,

8
11 ) (3.7626× 10−1, 2.03463× 10−1) (3.93078× 10−1, 2.41836× 10−1) (1.68178× 10−2, 3.83725× 10−2) (4.18961× 10−2)

( 9
11 ,

9
11 ) (4.63577× 10−1, 3.66648× 10−1) (4.90387× 10−1, 4.54979× 10−1) (2.68101× 10−2, 8.83312× 10−2) (9.23102× 10−2)

( 10
11 ,

10
11 ) (5.64106× 10−1, 6.20921× 10−1) (6.05424× 10−1, 8.00921× 10−1) (4.13188× 10−2, 1.8× 10−1) (1.84681× 10−1)

Figure 4. Error u1(x) Example 6.3
for m = 10 and T1 = T2 = 1.

Figure 5. Error u2(x) Example 6.3
for m = 10 and T1 = T2 = 1.

G(t, x) =

 t4x
12 + t3x2

2 −
t2x2

4 + t2x
2 + t2 − 5tx3

6 + 3tx2

2 + e−t−x(t+ x)− x+ 1

t3x
3 +

(
t2 − x+ 1

)
(t+ x)− tx2

2 + 5txet−x + tx+ e−t−x(t+ x)2

 , (6.5)

K(t, x, τ, s) = −
(
s+ t− τ + x 0

1 5 exp(s+ t+ τ − x)

)
, (6.6)

where uexact is

u(t, x) =

(
t2 − x+ 1
e−t−x

)
.

Here m = 10 and T1 = T2 = 1 and the numerical results and l2 error are reported in Table III and Figures 4,5.

As we said, this example has been solved in [? ]. The error norms are given by ‖εh,q‖∞ = max‖uij − u(ti, xj)‖∞
,i = 1, 2, ..., N , j = 1, 2, ...,M. Also, the estimates of convergence orders are p = log2

‖εh,q‖∞
‖εh

2
,
q
2
‖
∞

. Besides max‖uij −

u(ti, xj)‖ = O(h + q). ε is in the interval of (0.00536162, 0.626502), here we have the same error with fewer meshes.
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Authors point out that a low convergence rate is compensated by the simplicity of computations. A comparison of
methods is between our method and method in [? ]. In [? ] l2 errors are in the interval (7.17476× 10−2, 9.49× 10−1)
but, in our method, l2 errors are in the interval (2.85150×10−3, 1.84681×10−1). This means that our method is more
precise than the method in [? ]. Also, in [? ] the error norms are in [10−1, 10−3] in 3 examples.

7. Conclusion

We have successfully applied BPfs to obtain the solution of a system of 2D-VIE. The new way is suitable for two
kinds of kernels, such as separable or not. Other types of systems of integral equations can be solved by this method
in future work. The method has the same convergence rate as the linear multistep method. Simplicity of performance,
less complexity and capability improve hybrid functions such as hybrid block-pulse and Legendre and make them more
attractive for future research.
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