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Abstract

Solving option pricing equations is one of the most important challenges facing financial mathematics. In this
article, a non-linear model is assumed for the market and the European option is priced under this model. To
solve the pricing problem accurately, the Lie algebra method has been used. The conservation laws of the model
have been calculated using Lie direct method, as well. Numerical simulation of the model has been done using
the finite difference method.
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1. INTRODUCTION

Choosing the right model for option pricing is important in creating and controlling volatility, creating an arbitrage
environment, and risk hedging. The Black-Scholes model is one of the main pricing models that presents a mathematical
model for a financial market using a stochastic differential equation. This modeling is done with riskless and risky
assets as defined by the following dynamics.

dNt = 'I"Ntdt, (11)
dXt = /ut(t7 Xt)Xtdt + O'(t, Xt>Xtth, (12)

where N; is riskless asset at time ¢, X; risky asset, r interest rate, u expected rate of return, o volatility and {W;}:
a Winner process. As seen in this market, volatility and interest rate are assumed to be risk-free and constant. The
linear Black-Scholes equation related to European option pricing is

Zi(t,x) + reZ,(t,x) + %xZUZ(t,w)Zm(t,x) —rZ(t,x) =0,
Z(T,x) = ®(x), (1.3)

where z is underlying asset price and Z,(t,z) = %(tv x) [5].

Black-Scholes model was used by traders for a long time but the assumption of stability of volatility and interest
rate caused it to lose its efficiency gradually [11]. So the researchers tried to get a mathematical model much closer to
reality by eliminating these assumptions. Heston’s model, for instance, assumes that volatility is a stochastic process.
By including a stochastic process for the interest rate, it is also possible to remove the interest rate from its fixed
state [24]. Using the fractional Brownian process in place of the Brownian process is another method to enhance the
Black-Scholes model [10]. Assuming that transaction costs are zero is another way to violate the Black-Scholes model.
Transaction costs are calculated in different ways, which is used in this article from Barles and Soner model. Barles
and Soner extracted a more complicated model using the approach of the utility function of Hodges and Neuberger
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[16] which was developed in [12]. Applying an exponential utility function and the theory of stochastic optimal control
they proved Z satisfies the following non-linear PDE, when € and & tend to zero [14].

1
Zy + 5:5252211 +raZ, —rZ =0,

52 =214+ w(e" T Ma2222Z,,)), (1.4)
where a = % and x denotes transaction cost for per unit dollar traded. ¥(z) is the solution of non-linear ODE,
U(x)+1
V(r) = —————, x#0, 1.5
- ordkis (1.5)
¥(0) = 0.
We have
'
m 28 4, (1.6)
T—r00 X
lim ¥(x)=-1.
T——00

This property allows the treatment of the function ¥(.) as the identity for large arguments. Following [3], let
52 =0*(14 e T 9a22%7,,). (1.7)
Substituting (1.7) into (1.4) yields

1 1
L4 —e" T2 —0°0° Ly + 100, — 17 = 0. .
Z—+26(t)242Zi+2 202 Z e + 1080 —17Z =0 (1.8)

Equation (1.8) is called non-linear Black-Scholes PDE. Initial and boundary conditions of considered European call
option with strike price K respectively are

Z(z,0) = mazx(x — K,0), 0<z< Xnae, (1.9)
{ﬂawza

1.10
limy o0 Z(2,t) = , (1.10)

and for European put option,
Z(x,0) = maz(K —2,0), 0<2< Xnaa, (1.11)

— —r(T—t
{?«Lﬂ"Ké v, (1.12)
limg 00 Z(x,t) = 0.
Xmaz is upper bound of price x which is assumed three or four times K [13].

There are two exact and numerical methods to solve Equation (1.8). One of the precise solution methods is to
use Lie symmetries [8, 9, 11, 25]. In this paper, the exact and approximate solutions as well as the conservation
laws of Eq. (1.8) are found. The exact solutions are found using Lie algebra, especially by points symmetries and
one-parameter groups. Using Lie symmetries, the parameters of considered PDE are reduced. Usually reducing the
parameters, PDEs are transformed into ODEs which are solved easily. Conservation Laws for PDEs in reality are
mathematical expressions for physical principles. These laws are important to prove the uniqueness and existence of
solutions [7, 21].In this paper, we calculate the conservation laws with a direct method.

There are also different methods to solve a PDE numerically. Numerical solutions for PDEs can also be found in
various ways. In [2], the full discretization in the second level for the pricing of catastrophic bonds is generated using
the spectral collocation method approach, which is based on the Chebyshev basis of the second kind. The approximate
solution of the temporal fractional Black-Scholes model with beginning and boundary conditions, incorporating the
time derivative in the Caputo sense, has been examined in [20]. The orthogonal polynomials utilized for spatial
discretization serve as the foundation for the Chebyshev collocation, while time discretization has been accomplished
by linear interpolation with temporally order accuracy. This article considers the time-fractional Black-Scholes model
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regulating European options, as described in [19], where the temporal derivative is concentrated on the Caputo
fractional derivative. First, the semi-discrete was produced in the temporal sense using a quadratic interpolation
with accuracy order, and then the unconditional stability and convergence order were examined. This is how the
approximate numerical scheme was derived. Using the composition of the orthogonal Gegenbauer polynomials (GB
polynomials) and the approximation of the fractional derivative dependent on the Caputo derivative, [1] proposes an
efficient procedure to estimate the fractional Black-Scholes model in time dependent on the market prices of European
options. The numerical method’s speed and computation time reduction are attributed to the orthogonality of GB
polynomials and operational matrices.

In the sequel, an approximate solution is obtained using the finite differences method.

Some notations and definitions were presented in section 2. The exact solutions of the non-linear Black-Scholes
model are found in the second section, as well. The conservation law of the considered equation is given in the third
section. In the next section, the approximate solution of European options pricing is g using the finite differences
method. The paper concluded in section 5.

2. LIE SYMMETRIES

Assume the differential equation system of order 8 with independent variable z?,1 < < n and dependent variable
u’, 1< B <m,

Af(xi,uﬁ,uf7ufj,...):0, 1< f<, (2.1)
where ufj = 0%uP /0x'0x7 [22]. The infinitesimal Lie transformations for (2.1), are

P =2t e+ 0(?), (2.2)

i =uP + X’ + O(?),

which do not change the system of equations to O(¢?). In Lie point symmetry, the infinitesimal generators of ¢ =
€1(x*,u?) and M = M (2%, u?) depend only on z* and A\? and not on the derivatives or integrals of \°.

When the transformations (2.2) are dependent on derivatives or integrals of A\® we use generalized Lie symmetries.
The infinitesimal transformations for the first and second order derivatives to O(g?) are

ifaf, o=+, )
where

n) = DN + &, ) = DiD AP eTul 0
and

N =\ —ehuf], 2

are related to Lie transformations in which # = 2% and @? = u® +€e)\? [9]. The operator D; denotes the total derivative
w.r.t. z¢ and

6 0
1] ﬁ
o

9 .89

D; =
Y dxy tu oub

+u +...[6] (2.6)
The following relation must hold for the transformations of (2.2) not to change the hypothetical system of differential

equations to O(g?),

LA = é(A-f) =0 whenever Al =0, 1<f<I, (2.7)
where
- g 0 5 0
vevan LS 28
n o’ n]aug (2.8)
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the prolongation of the vector field

V—Zglaz Z ﬂa 5 (2.9)

for infinitesimal transformations (2.2) [11]. £,Af represents the derivative of A/ w.r.t. the vector field v. The partial
differential equation (1.8) which can be represented as

A(.’IJ,LZ, Z:mZtuZ:vszttha:t) = 07 (210)

has the following infinitesimal transformations
F=x+ e +0(?),
t=t+e + 02, (2.11)
Z=7+ex+0O(e?).

The prolongation of vector field of transformations (2.11) is as follows.

0 0 0 0 0
(2) — x T tt xt 2.12
VeV N e TN e PN L T ez Y e (2.12)
where
T a t a a
v=¢ (:E,t,Z)(3 Jrf(:ﬂtZ)a Jr/\(:UtZ)aZ (2.13)
and

N = Do(AN=E"Zy — ' 24) + £ Zpo + ' Zont,

N =DyXN—E"Zy — EZ4) + E Zuy + £ Zyy,
X' = Dy [Do(A = 8720 — €' Z24)] + € Zawa + €' Zaat, (2.14)
AN = Dy [Di(A = €720 — £ 20)| + € Zows + £ Zuss

AN = Dy [De(N = €"Zy — E'Z4)| + €% Zawt + € Ziass.

In the sequel the parameters of the considered equation is reduced. For this, invariant of the vector field (2.9) is
calculated. So the following characteristic device should be solved [8, 15].
dat da™  dZ! dzm
— =...=—=—=..= —. 2.15
é‘l é‘n Al Am ( )
Some vector fields do not find a suitable solution for the differential equation. So calculating flow and substituting
it into one of the found solutions yield a new solution. The flows of the vector field v is

(2,t,2) = exp(ev)(z,t, Z), (2.16)
where
2
exp(ev) =1 + v + Ev +. (2.17)
and
vi(z,t,2) = v(v(z,t, Z)), [21]. (2.18)

The prolongation of vector field of the second order Eq. (1.8) is
1
" (2a*2° 0% 22, + 0% 1 Zypur Zy) — 3 Ler(TM=0pa22462 22 — Ar (2.19)

1
+/\x’l“$+)\t /\zz( r(T— t) 2 40'2sz+§0'2$2) —0.
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So

£ =86=E&=86=0,
&

_ et et
Aze = T2 2o (T Az =18 =&,
1 1 1 r(T—
A = B ar 28+ 26— yrda + pNaPre 0 + 0% (2.20)
dg2er(T—t)
1
& =raky, & ==&
x
From (2.20) the vector field coefficients v are
& =z(ert +c3), & =cit+co, (2.21)
1
A= P [Cl (02 = 2r)(rt — 1)e™" T 4 2¢;rIn(z)e 7T Y
+ 4a? (046” + (rZ(clt + o)+ s — ch)r)]
So the infinitesimal generators of the Barles and Soner equation are
0 0 0 0
VIS e V2T %z V3T ez VT w7 az (222

9 o 2e 7TV In(z) — 215@“‘5*71)(—%2 +r)+4Z(rt = 1)a® 9
Vs =art— +t + =5
ox Ot 4a? o0z
In addition to the above vector fields, their linear combinations can be used. We can not use vector fields vo and vj
in which the infinitesimal generators €% and £? are zero. So we combine them with vy or v4 vectors. So

0

a rt
Vg=Vi+Ve=ax—+€ " —

ox 0z’ (2.23)
Vi=V,+Vyi=2—+1r—
7 ! 3 Iam gj@Z'

2.1. The exact solution for the Barles-Soner equation. To calculate the exact solutions of the Barles and Soner
equation using Lie groups, the invariant of vector fields should be obtained. Substituting them into the considered
equation, the number of parameters of the equation is reduced. We apply the parameter reduction process until the
reduced equation is solvable.

e For the generator vy the invariant transformations is Z = u(y), t = y. So substituting obtained invariant into
(1.8) and reducing its parameters, it becomes a linear first-order differential equation as follows.

u —ru=0, (2.24)

so we have Z = c.e™ where c is the integrating coefficient. In the sequel, new solutions for remained generators
are presented using one-parameter groups (flow).
e The flow of generator vs is (Z,t, Z) = exp(evs)(z,t, Z) and so

T =mxe™, = te", (2.25)

Z=—— (crzte*TT —6rte”"T — g2te T2 _ge 427

+4In(z)e™™T + de TrHert 4 2rte™ T2 — 4ln(gerte)e ) e |
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(a) (2.26). (B) (2.29).

FIGURE 1. The solutions of Eqgs. (2.26) and (2.29) for a = 0.6, r = 0.04 and o = 0.45.

Substituting the obtained flow into Z = c.e™, yields

ri-e 3(—<Z- t —Tr—e
Z(x,t) = —62a2 - 1n(xert€(_1+exp(—€)))e—Tr+e _ (=% 4 r)te

t(—%2 +r)e Trte

+ e " In(ze™ ") + + rte”™ —2a%c|. (2.26)

e Similarly the flow of generator vg is (Z,%, Z) = exp(eve)(z,t, Z) and so

T=mxe, t=t, Z=7Z+e". (2.27)
yields
Z(x,t) = (c —e)e™. (2.28)

e Finally the last generator flow gives the following solution,
Z(x,t) = ce™ — ve 4 2. (2.29)
Figure 1 shows the solutions of Eqgs. (2.26) and (2.29) when a = 0.6, r = 0.04 and o = 0.45.

3. CONSERVATION LAWS

The conservation laws of a system of differential equations with partial derivatives is a divergence expression that is
constant on all solutions of the system. Each non-trivial divergence expression that results in a local law of the system
of differential equations is obtained from the local multipliers of the independent and dependent variables and the
derivatives of the dependent variables. In the direct method to find divergence expressions, we replace the dependent
variables and their derivatives in the system of differential equations and functional multipliers with arbitrary functions.
This makes zero the divergence expressions on all system solutions [6, 18, 21].

A conservation law for a PDE (2.1) is a divergence expression

D;®'[u] = zn: D;®[u] = 0, (3.1)
j=1

(=)=
BIE
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which must be satisfied all solutions system (2.1). In the above expression, ®![u] is called the fluxes of conservation
laws and

®'[u] = O (z,u,du, . ..,0 ). (3.2)
The highest order of the derivative seen in the fluxes is called the order of the conservation law [6]. Multipliers

(AU, = {Au(z,U,0U,...,0°U) ), (3.3)
where U(z) are arbitrary functions, produces a divergence expression, provided

AL [UJRY[U] = D;®'[U], (3.4)
multipliers (3.3) with arbitrary order s yields a conservation law for

R(a:i,u)zAf(xi,uﬁ,u?,ufj,...):O, 1< f<l, (3.5)
if for each arbitrary function U(x), we have

Eys[A, (2, U,0U,...,0°U)R" (z,U,0U,...,0°U)]| =0, 1<8<m, (3.6)
where Eys[.] is the Euler-Lagrange operator w.r.t. U?, that for 1 < 3 < m is defined as follows.

EUﬁ:aaUﬁ_Dia(aj;3+"'+(_1)sDil"'DiSaU?M+"' . (3.7)
This operator makes zero the divergence expression D;®*[U] [6, 27].
3.1. The conservation law for Barles-Soner equation. One of the independent variables of the equation

Rlu] = us + %eT(T_t)a2x4U2uix + %J2x2um + reug —ru, (3.8)
is the time variable ¢. So its conservation law is

D U[u] + nzl D;®"[u] = 0. (3.9)

i=1

WU[u] is the density and ®%[u] spatial fluxes of conservation law of Eq. (3.8) [4].
To find conservation law, we find the multipliers A which are obtained from Eq. (3.6) for an arbitrary order s.
Then from relation

DYu] + D, ®%[u] = Az, U, 0U, . ..., 0°U) R[u], (3.10)

the conservation law of the order s is obtained, where U(x,t) are arbitrary functions. For the zero-order conservation
law, the local multipliers A(z,t,u) is obtained from

1 1
Ey[A(z,t,U)(U: + §€T(T_t)a2$40'2U£w + iaszUm +rzU, —rU)] =0, (3.11)

for arbitrary functions U(x,t). Applying the Euler-Lagrange operator, the above relation is written as follows.
1 1 1
8z2a%0%e (T (8AUU:E2U§UM + ZAmUﬁUzUm + gAmeUm

1 3 1

1 3 1
+ A(ngUmm + U + 2Um)) + §AUUﬁUja? + Appz?U,0?

+ %Amx202 + Ay ((m2Um + 22U, )0? — rU) — Apz(—20% +7)
+A(0?=2r) = Ay =0. (3.12)
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The above equation is a polynomial in terms of U, Uy, Usee and Uggy, variables. From (3.12) we get the local
multiplier A = 0. From relationship (3.10) for the local multiplier A = 0, the conservation law from the zeroth order
of Eq. (3.8) is

Diu — Dyxus = 0. (3.13)

4. NUMERICAL APPROXIMATE

In this paper, using the finite differences method, a numerical solution is found. For this, the explicit method is
applied to approximate Equation (1.8). In this method, the forward difference is used for the first derivative w.r.t.
time, the central difference for the first derivative w.r.t. underlying price, and the central symmetric difference for the
second derivative w.r.t. x, These differences are computed having three points [13, 23].

For the European option pricing that follows a non-linear Black-Scholes market, the remaining time until the
maturity which is denoted by t, at the moment of concluding the contract, is 7. With approaching the maturity
time, ¢ decreases from T to 0. At the moment of contact performance, it is 0. Decreasing ¢ from T to 0 transforms
the Equation (1.8) into a backward equation. Changing of variable p = T — ¢, yields a forward equation in which p
increase to T [11].

07Z(w,t) _ 0Z(w.p(t) | OZ(x.p)

= = . 4.1
T opt) " (t) o (4.1)
Replacing p with ¢,
1 1
Zy — ierta2x402Zgz - iaszZm —rxZy; +1rZ =0. (4.2)

To approximate the derivatives, time and price intervals should be discretized. Divide [0,T] into @ sub-intervals of
length At. Limit interval [0, 00) which its maximum amount (X,,..) has been assumed to be three or four times the
strike price. Divide [0, X,;,q.] into P sub-intervals of length Az. Each point of obtained grid of space [0, X 4] X [0, T
for 0 < p< Pand0<q<Q is (pAx, gAt). For discretization and approximation of derivatives in finite differences,
the following approximations in an explicit way are needed [13, 26].

0z 2t — 2f
E(pAm,th) =Lt __Ff A7 L1 0(At), (4.3)
YA 2 =2l
o (PAw, gAL) = PPt 4 O((Aa)?),
0°Z Zq+1 =220t 2]
@(pﬁl“ant) =7 (A;)z = +0((Az)?).
For Eq. (1.8),
-2 I (2511 — 225 +251)° — o2p? (2p+1 — 22 + 251
At 2 2
(Zq+1 - Zq—l)
From (4.4),
Atertha20.2p4
2t =20+ 2 [4(23)2 —dap 2l —dzlzg o+ (2p_1)° + 225 1250
Ato?p? Atrp
)]+ S o — 25 ]+ S5 o — ]
—rAtzl, 1<p<P-1, 0<q¢<Q@Q-1 (4.4)
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Take the change of variables

Ata?0? Ato?
— = 4.5
aq 2 3 a9 9 5 ( )
At
a3z = —r, oy = rAt,
2
forl<p<P—-1land 0<¢<Q—1. So Eq. (4.4) can be rewritten as follows.
zgﬂ =2zl + e’ At [4(zg)2 —dz] 2l —d2lal )+ (2571)2 +222 1200
+ (Z;ZH)Q} + agp? [ZZH — 220 + zg_l} + asp {zgﬂ - zg_l}
—auzl = (1= 2029 — )28 + (2p” + asp) zpq + (a2p® — asp) 2,
+are 1t (22, — 220+ 22_1)2. (4.6)
The equation (4.6) can be rewritten as the following matrix.
21T = A9+ gd(B2+ g9 + 9], 0<q¢<Q—1, (4.7)
where the power 2, refers to the power of each element of the matrix Bz9 + g4 and we have
di u 0 - 0 dy uy 0 - 0
i dy wug . : Ioody b ;
A R S -l (4.8)
uP*l : .'. .'. .'. u};_l
0 - - lpz dp 0 Up o dp_,
where A, B € R(P=Ux(P=1) and
dy, =1 —2a9p” — ay, d, =—2p”, 1<p<P-1, (4.9)
up = aa(p —1)° + az(p — 1), h=(p—1)7 2<p< P,
l, =as(p+1)* —az(p+1), l;:(p—i—l)Q, 0<p<g P-2,
and
q
zi’“ ) lozg
q+1 q 0
Zy 25
29t = . , 2= , , g1 = : , (4.10)
; 0
+1 a
25 Zp-1 upzd
126
0
gg = 5 gg = aleNIAt-
0
upzh

So the amount of zg“ at each moment can be calculated with three points ngp z3, zg 41 at a moment before ¢ + 1.
The explicit method is easy to implement with any programming language capable of storing arrays of data [13]. The
following condition of stability

1
<At ——————,
o2(N —1)+ir

has been proved in [17].

(4.11)

(&)
ENE
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TABLE 1. Numerical solution for Barles and Soner equation using finite differences method.

X || Call option | Put option
12 1.812 12.162
18 8.503 9.801
30 16.902 6.265
42 25.973 3.516
54 35.309 1.127
CPU Time (sec) 0.02619 0.02256

20 4

600

0 o 200

t

(A) Put option. (B) Call option.

FI1cURE 2. Explicit solution of Barles and Soner model.

0 s 0 7
[—=T=05—T7=1—T=1.5 —T7=2]

(A) Call option. (B) Put option.

FiGURE 3. Comparison between obtained prices at different maturity times.

4.1. European option pricing. In this subsection, we investigate the approximate solution of the European call
and put option (4.7) with initial and boundary conditions (1.9)—(1.12). Take K = 20, » = 0.04, 0 = 0.45, a = 0.6 and
T = 1. The European call and put option pricing results for Q = 700 and P = 10 have been shown in Table 1.
Figure 2 shows the diagrams of European options pricing of the non-linear Black-Scholes market (Barles and Soner
model). In Fig. 3 options pricing with different maturities; 6 months, one year, one and a half years and two years

have been compared.
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5. CONCLUSION

In this paper, using Lie symmetries, four exact solutions for European options pricing under the non-linear Black-
Scholes market (Barles and Soner model) have been found. One of them is obtained by applying invariant and the
other by flow vector fields. In the sequel, a conservation law with order zero for the considered equation has been
presented. The numerical solution of the assumed solution is computed, as well. Finally, the comparison between
European option prices in different maturity times has been shown via diagram.
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