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Abstract

Breast cancer is classified as a serious disease in the medical field and there is no doubt that breast cancer detection
requires effective and accurate techniques. Integrating deep learning (DL) and machine learning (ML) methods has

shown promising results in this area. In this research, we introduced a hybrid approach for breast cancer diagnosis
which centered on the analysis of immunohistochemical images. The proposed method encompasses algorithms

for image pre-processing, segmentation, extracting informative indicators (such as relative cell area and intensity),

and an algorithm for categorizing the molecular harmonic subtype of breast cancer. The number of the sample
was 598 divided into training 70% and testing 30%. The 5-fold cross-validation was used to assess the proposed

approach. Experimental results showcased the effectiveness of the proposed hybrid method in achieving superior

performance in the detection of breast cancer, especially within breast cancer scoring systems. The accuracy of
our proposed approach, which involved combining HSV integration with adaptive high boost filtering, reaches a

peak at 96.5% when using SVC (linear kernel). Moreover, the precision, recall, F1-score, and specificity metrics

are recorded at 95.29%, 99.99%, 95.59%, and 99.28%, respectively. Additionally, this study evaluated the efficacy
of the proposed model in comparison to various other traditional breast cancer detection approaches.
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1. Introduction

Breast cancer is a widespread and potentially fatal disease that impacts numerous individuals on a global scale
[? ]. This disease manifests when cells within breast tissue exhibit abnormal growth, culminating in the formation
of tumors. Detecting breast cancer promptly ensures that patients receive prompt and appropriate treatment, which
greatly improves their chances of survival [? ]. As per international health data, breast cancer stands as the most
frequently diagnosed cancer among women and contributes significantly to cancer-related fatalities worldwide [? ].
The mortality rates linked to breast cancer highlight the urgent requirement for reliable methods of detection and
diagnosis [? ]. Consequently, the development of precise and effective strategies for detecting breast cancer holds
paramount significance in the realm of medical research. Immunohistochemistry stands out as a valuable tool for
the preoperative diagnosis of breast cancer. This technique is often referred to as IHC. IHC serves multiple purposes
including the identification of specific protein markers, the observation of distinctive characteristics associated with
breast cancer, the differentiation of breast cancer from other types of cancer, the detection of hormonic alterations,
the exploration of prognostic factors, and the guidance of effective treatment strategies [? ]. Moreover, with technical
advancements, IHC has become a convenient diagnostic method integrated into advanced protocols alongside other
histochemical approaches. Ensuring standardization and maintaining quality control are vital prerequisites for the
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reliable application of IHC in the context of breast cancer diagnosis. Nevertheless, several practical challenges persist,
such as the absence of a single, comprehensive, publicly available IHC breast cancer dataset [? ], the limited information
within IHC images, and the presence of substantial background noise [? ], as well as the issue of overlapping cells
in human tissue histopathologic images, especially when using the IHC technique [? ]. In recent years, significant
advancements have occurred in breast cancer detection attributed to the adoption of DL and ML methodologies [?
]. DL uses an artificial neural network mechanism with several layers to autonomously capture intricate classified
data illustrations [? ]. Transfer Learning (TL) emerges as a crucial aspect of DL. where (TL) made a fundamental
revolution in the medical arena by utilizing pre-trained methods trained on extensive datasets for particular tasks
[? ? ? ]. These pre-trained approaches have garnered profound insights from vast data, making them valuable
resources for feature extraction and feature selection in diverse fields, such as skin cancer, brain tumor, and breast
cancer detection [? ]. Leveraging the knowledge embedded in these pre-trained approaches facilitates the acceleration
of the training process, enhancement of approach performance, and overcoming challenges associated with limited
data. Moreover, using pre-trained approaches allows for a more focused refinement of the approach for the exact
task at hand, resulting in a more accurate and precise breast cancer detection process. The primary hurdles in breast
cancer image analysis involve the automatic identification and pinpointing of cancerous cells, as they exhibit significant
variability in terms of their size, shape, and location. Furthermore, breast images may contain other anomalies, such
as mastitis, adenopathy, and granuloma [? ]. Machine learning (ML) techniques have been widely applied across
diverse domains, including predicting outcomes in education [? ? ? ? ? ], forecasting bankruptcy, recognizing
patterns [? ? ? ? ], manipulating images, reducing feature dimensions, diagnosing faults [? ? ? ], identifying faces
and micro-expressions, processing natural language, and assisting in medical diagnosis [? ? ]. Notably, Significantly,
machine learning (ML) has demonstrated significant potential in the realm of breast cancer diagnosis. In the past
few decades, various strategies have been put forth by scholars to tackle the issue of automated cell classification
in detecting breast cancer where, some investigators have concentrated on analyzing cell nuclei, extracting features
that provide crucial information for distinguishing between benign and malignant cells [? ]. Furthermore, specific
approaches have utilized algorithms based on groupings, such as the circular Hough-transform and a range of statistical
features, to aid in nucleus segmentation and classification. This research tries to deal with biomedical images, due to
their unique characteristics which require specific handling. where initially, these images are stored in their original
format within the memory system. Subsequently, an initial processing stage is carried out, encompassing tasks such as
parameter identification, adaptive filtering, and adjustments to brightness and contrast. Microscope-derived images
often exhibit noise and lack precise cell nucleus contours, necessitating the development of preprocessing algorithms.
The primary objective at this preprocessing stage is to eliminate impulse noise and normalize the histogram. The
outcome of this process leads to immunohistochemical images, which are then subjected to artificial intelligence-based
diagnostic procedures.

2. Methodology

The methodology of this research focused on the construction of a hybrid and robust technique for breast cancer
detection. This technique combines machine learning techniques with a feature extraction strategy to enhance the
precision and dependability of breast cancer diagnosis. The purpose of this study is to develop a new framework
for breast cancer scoring by using the first public IHC dataset images. Figure ?? illustrates the three main stages
of the proposed method. The first step involves converting the image’s color space from RGB to HSV process to
enhance the image quality through the adaptive high boost filtering technique, which is applied to the S channel to
improve the images contained and image brightness equalization. it involves the extraction of labeled masks from
the original Whole Slide Images (WSIs) with corresponding labels. tumor patches and normal patches are randomly
generated based on these label masks. Then, these patches are input into a machine learning approach to enhance
binary classification as described in reference [? ]. Secondly, Gaussian blur with a threshold in conjunction with
morphological operations to eliminate the problem of overlapping cells. Subsequently, binary tumor predictions are
derived from this probability map using a specified threshold. The third stage of the process is done by examining
the image with hybrid feature extraction in the individual image [? ? ? ? ? ? ]. The dynamical systems have been
extensively used in real-world applications, especially biology, ecology, physics, economics, and sociology [? ? ? ? ?
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Figure 1. The proposed framework for breast cancer detection.

? ]. Many researchers have applied various techniques to obtain bright and dark solitons for different equations [? ?
? ? ? ? ]. Furthermore, the test WSI is categorized into eight subclasses: IHC 0, -2, then +3 to +8. This score aims
to provide an accurate and interpretable result by employing comprehensive assessments. The procedure encompasses
critical phases, including data preprocessing, feature extraction, approach training, and the evaluation of performance
metrics. Finally, the proposed hybrid approach merged the feature extraction with the Principal Component Analysis
(PCA) technique to generate the final result.

2.1. Dataset acquisition. This approach involves the acquisition and capture of an Immunohistochemistry (IHC)
dataset, which forms the foundational data for training and assessing the experimental approaches. This phase involves
the following key steps: Initially, the process involves the identification and selection of an appropriate dataset covering
pertinent information on breast cancer HPI. The Independent Breast Cancer Immunohistochemical Images dataset
gathered from patients of Iraqi origin focuses on the influence of family history and the significant role of genetic
factors in breast cancer susceptibility. IHC breast cancer image collected from the Laboratories of Al Sader Hospital
in Iraq in cooperation with Jabir Ibn Hayyan Medical University, University of Kufa, and University Tun Hussein Onn
Malaysia (UTHM). The acquisition of images at different magnifications is performed using the Olympus MT system
microscope with a relay lens with magnification of ”3 × 3 coupled to a CANON EOS KISS X7Ii digital were used to
obtain digitized images from the breast tissue slides. The dataset started by pathologists identifies tumour slides and
defines a region of interest (ROI). The pathologist preferentially selects images with a single type of tumour (most
cases), but some of these images also include transitional tissue, e.g., normal pathological. On average, a total of 8
images per patient is captured from each slide as shown in Table ??. The collected dataset is composed of 598 images
divided into benign and malignant tumors. Table ?? summarizes the image distribution. Both breast tumors, benign
and malignant,” can be sorted into different types based on the aspect of the tumoral cells under the microscope.

On average, nine images are obtained from each slide for each patient. Table ?? provides a summary of the
distribution of these images. Both benign and malignant breast tumors can be categorized into different subtypes
based on the characteristics of the tumors cells observed under the microscope.

2.2. Pre-processing.
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Table 1. Dataset Composition.

Property RGB

Width 5184 pixels
Height 3456 pixels

Bit depth 24
No. of images 598

Table 2. Image distribution by magnification factor and classes.

Magnification Positive images Negative images Total images

400x 568 30 598
# Patients 78 78 78

Several pre-processing techniques were employed to prepare the dataset for training a machine learning classifier,
including image resizing, sharpening, normalization of pixel values, and label encoding.

2.3. Dataset split.
The performance of the approach was evaluated using a fivefold cross-validation method. This involves partitioning

the dataset into training and test sets, ensuring that the approaches are trained and tested on distinct data subsets.
This approach enhances the reliability of assessing their ability to generalize.

2.4. Feature extraction.
The GLCMS approach employed in this research underwent prior training on a comprehensive dataset to extract

significant features from images of breast cancer. For the process of feature extraction and segmentation, the research
applied the VGG19 technique. Then, features extracted through the VGG19 technique were applied to many machine
learning classifiers. This pre-trained approach has acquired valuable representations that enable to identification of
breast cancer. Finally, the proposed hybrid approach merged the feature extraction with the Principal Component
Analysis (PCA) technique to generate the final result.

2.5. Image pre-processing.
Within the mechanism framework of this study for breast cancer detection, the significance of image pre-processing

cannot be overstated. Its pivotal role lies in readying input images for successive analysis through a series of operations
on the original images. These operations are designed to improve image quality and extract meaningful information.
The impact of proficient image pre-processing extends to substantially boosting the performance and accuracy of the
consequent analysis. Given that Immunohistochemistry (IHC) typically contains millions of pixels, either annotating
or performing computations on IHC at high magnification scales is an exceedingly laborious and time-intensive task [?
]. Upon examination, it becomes evident that IHC consists of tissue regions and white background areas. To streamline
the computational process and reduce complexity, it becomes imperative to focus exclusively on the analysis of tissue
regions while disregarding the white background areas. In this study, a threshold-based segmentation approach
is employed for the automatic identification of the background region. More specifically, this approach starts by
converting the original image from the RGB color space to the HSV color space. Subsequently, the Otsu algorithm is
utilized to determine the optimal threshold for each channel. this method led to create a final mask image by merging
the masks of the S channels. From what was obtained, the Otsu method can effectively filter out approximately 75%
of the background area, significantly enhancing computational efficiency. 598 IHC images were collected from the
training set. where these images were used to train and assess the performance of the hybrid framework in detecting
lesions. The training and validation datasets were divided into annotated patches using the sci-kit-learn package,
which comprised 410 images for training and 179 images for testing. The proposed approach uses multiple image
preprocessing methods to prepare the IHC images for breast cancer detection. These methods include:

Image Resizing: Standardized the images to a uniform size (256×256 pixels) in patches, then randomly allocated
179 labeled IHC to the training and testing sets. This procedure is essential when using pre-trained machine learning



Unco
rre

cte
d Pro

of

CMDE Vol. *, No. *, *, pp. 1-12 5

classifiers, given their often-specific size prerequisites. Adjusting the images to conform with the approach’s input
size allows for optimal use of its acquired features. Additionally, the uniformity in image size enhances computational
efficiency in both the training and inference phases, simplifying the entire process.

Transforming Color Space: Converted the initial IHC images from the RGB (Red-Green-Blue) color space to the
more commonly used HSV (Hue-Saturation-Value) color space. This alteration ensures uniform color representation
throughout the dataset, making it more suitable for subsequent image analysis tasks. Additionally, utilized an image
sharpening filter to accentuate image edges and fine details, enhancing feature contrast and aiding in subsequent
feature extraction.

Standardizing Image Value: To standardize pixel values and ensure their alignment within a consistent numerical
range conducted image scaling by dividing “pixel values by 255. This normalization process guarantees that pixel values
adhere to a standardized range, facilitating the convergence of subsequent machine-learning algorithms.

Numeric Labeling of Images:The initial IHC dataset featured object labels presented as text. To enhance
subsequent analysis, transformed these textual object labels into numerical counterparts. This conversion allows the
application of diverse machine learning algorithms, especially those that necessitate numeric labels for classification
tasks. Applying the above methods, this study leads to improving the precision and dependability of breast cancer
detection systems, and readying IHC images for thorough feature extraction and analysis through machine learning.

3. Experimental results and analysis

This section presents the experiments and the analysis results of the proposed hybrid approach for breast cancer
detection. This research thoroughly designed the experimental framework and examined various metrics such as
accuracy, sensitivity, specificity, and F1 score. These metrics served as crucial benchmarks to assess the effectiveness
of the proposed approach. where scrutinized accuracy was done to gauge the overall correctness of the classification
results, and evaluated sensitivity to measure the proposed method’s proficiency in identifying positive instances. At
the same time, utilized specificity to gauge the method’s accuracy in identifying negative instances, and considered the
F1 score for a balanced evaluation. These metrics yielded valuable insights into the approach’s performance, enabling
informed assessments and comparisons with other existing methods in breast cancer detection.

3.1. Environmental setup.
The research simulations were conducted using an Intel Core i7-3770 CPU running at 3.40 GHz, DDR3 memory,

and 32 GB of RAM. The operating system used was Windows 10. The development environment consisted of Python
3.11 compiler along with the high-level NNs API-Keras. The necessary libraries included Tensor Flow 1.14 and Keras
2.3 frameworks were used to harness the power of deep and machine learning. The research environment was carefully
configured with all the necessary dependencies and libraries, especially those tailored for pre-trained methods used in
transfer learning. This streamlined environment played a pivotal role in ensuring the efficiency of the experiments,
thereby simplifying the investigation and validation of the proposed hybrid mechanism for diagnosing breast cancer.
the proposed approach was trained by using various parameter settings for both feature engineering and classification.
In the realm of feature extraction, the hybrid approach was fine-tuned with a specific categorization: include top =
False, weights = imagenet’, input tensor = None, input shape = (256, 256, 3), and pooling = None. This setting of
’size’ at 256 indicated that the input images were resized to a square dimension of 256 × 256 pixels. Furthermore,
the primary focus was on two crucial parameters: the number of estimators and the hyperparameters, which are
instrumental in managing the performance of the approaches.

3.2. Evaluation metrics.
Various experiments were conducted to assess the performance of the developed hybrid approach on Immunohis-

tochemistry Images. the efficiency of the approach was measured by using various evaluation metrics for two classes,
which are referred to in Equation (??) to (??). The effectiveness of the developed method was evaluated by employing
these diverse metrics, each one was designed to gauge various characteristics of the approaches’ effectiveness. The
metrics are formulated as follows:

Confusion Matrix: Table ?? presents the confusion matrix, which dissects the model’s predictions into positive
and negative classes, showcasing True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives



Unco
rre

cte
d Pro

of

6 H. H. RAZZAQ, R. GHAZALI, LOAY E. GEORGE, AND M. ZULQARNAIN

Table 3. Confusion Matrix.

Actual positive Actual negative

Predicted positive TP FP
Predicted negative FN TN

(FN). TP indicates the number of correctly predicted positive instances, while TN represents the count of accurately
predicted negative instances. FP enumerates instances incorrectly labeled as positive, and FN quantifies instances
inaccurately labeled as negative. This matrix provides a thorough perspective on the approach’s performance, offering
insights into both accurate and inaccurate predictions for positive and negative cases.

Accuracy: The approach’s overall precision is established by the proportion of accurately classified instances (TP)
to the total number of instances (TP + FP) within the complete dataset, as outlined in Equation (??). However,
relying solely on accuracy might not provide a thorough assessment of the approach’s effectiveness.

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(3.1)

Precision and Recall: Precision and recall are among the primary assessment parameters employed to assess the
precision of the developed method. Precision indicates the percentage of correctly identified positive instances, while
recall or sensitivity measures the quantity of true positive occurrences (TP) relative to the total number of actual
instances (TP + FN).

These metrics are described by Equations (??) and (??) as follows:

Precision =
(TP )

(TP + FP )
(3.2)

Recall =
(TP )

(TP + FN)
(3.3)

F1 Score: It computes the weighted average of precision and recall (also known as sensitivity), making it a common
tool for optimizing networks with a focus on either precision or recall. Equation (??) defines the F1 score as:

F1 − Score = 2 ∗ (PrecisionRecall)

(Precision+Recal)
(3.4)

4. Results analysis

The performance of several machine learning algorithms was analyzed that were used in the detection of breast
cancer. A dependability analysis was carried out to assess the reliability and consistency of these algorithms. This
evaluation scrutinized performance constancy across different iterations or datasets, aiming to mitigate the impact of
random variations or dataset-specific traits on the results. Through a careful examination of the approaches’ capacity
for generalization, obtained valuable insight into their performance resilience and pinpointed potential limitations or
biases. The analysis of reliability empowers to make informed decisions about the effectiveness of these approaches in
real-world scenarios. The proposed framework undergoes testing on 420 images sourced from the dataset, comparing
the results with state-of-the-art approaches. These tested images, spanning PR and ER images with scores ranging
from 0 to 8, are juxtaposed with pathologist-assigned scores, deemed exact by the pathologist. Accuracy for both
total and PS scores is determined. where PS values are considered particularly crucial as they directly result from pre-
processing and segmentation, and by adding the intensity score can have the total score for diagnosis of breast cancer.
After conducting experiments, we evaluated the effectiveness of our hybrid approach by assessing its performance
through various metrics such as PSNR, SSIM, MSE, and histogram.

The results are depicted in Figure ??.
A novel segmentation framework was developed to distinguish the cell from the background. Initially, the AHBF

was applied to the S-Band, followed by the recombination of the three bands in the HSV model. Subsequently, a
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Figure 2. . Results of developed approaches in the terms of PSNR, ssim, MSE and histograms.

Table 4. Results of classifiers with the GLCM technique.

Classifiers with GLCM Accuracy Precision Recall F1-score Specificity

LGBM 78.53 82.21 76.81 77.82 96.82
RF 77.35 79.78 78.16 78.01 96.68

SVM 72.94 74.92 70.96 71.76 96.2
SVC (kernel-linear) 75.88 78.13 74.88 75.76 96.46

SVC (kernel-sigmoid) 75.29 80.03 73.35 75.46 96.27

Gaussian filter was employed on the amalgamated image. The Otsu threshold was then used to generate a binary
image. Following this, morphological operations, namely erosion and dilation, were applied to the preceding image.
Additionally, an area was implemented between these morphological operations. Lastly, our adaptive threshold was
applied to the concluding image. Moreover, the performed experiment has revealed outcomes about conventional
methods employing GLCM and VGG19 techniques. Our analysis indicates that the classifiers demonstrated superior
performance in terms of accuracy, precision, recall, F1-score, and specificity when utilizing the VGG19 feature ex-
traction technique. Table ??, demonstrates the results of accuracy, precision, Recall, F1-score, and specificity with
the GLCM feature extraction technique, while Table ??, shows the results of the suggested classifier with the VGG19
feature extraction technique.

4.1. Cross validation analysis.
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Table 5. Results with VGG19 technique.

Classifiers with GLCM Accuracy Precision Recall F1-score Specificity

LGBM 83.82 86.66 80.43 82.54 97.56
RF 80.22 82.51 78.46 80.24 97.04

SVM 74.41 73.77 71.36 72.14 96.19
SVC (kernel-linear) 77.65 79.34 74.20 75.99 96.69

SVC (kernel-sigmoid) 76.47 78.71 77.23 77.72 96.50

Figure 3. The proposed framework for breast cancer detection.

5-fold cross-validation is a widely employed method in the assessment of machine and deep learning approaches.
The procedure involves dividing the training dataset into 5 subsets or folds. One-fold was designated as a validation
set in each iteration and the remaining folds were for training. This iteration was repeated five times, enabling a
thorough evaluation of the approach’s performance.

Additionally, averaging the results from these iterations provides a reliable estimate of the approach’s generalization
ability and helps identify issues like overfitting. In this research, a value of k equal to 5 was selected for the 5-fold cross-
validation, resulting in the dataset being split into ten roughly equal subsets. Subsequently, the training process was
carried out iteratively, with each of the ten subsets taking turns as the validation set, while the remaining nine subsets
were utilized for training. Figure ?? illustrates the cross-validation of the developed technique. The breast cancer
scoring performance of the developed hybrid technique and traditional machine learning classifiers was assessed using
numerous assessment parameters such as precision, recall, F1-score, and specificity. Precision measures the accurate
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Table 6. Breast cancer scoring results (%) of proposed and existing classifiers on the Immunohisto-
chemistry Images dataset.

Classifiers with GLCM Accuracy Precision Recall F1-score Specificity

LGBM 94.10 97.59 99.98 98.78 99.64
RF 94.25 88.04 99.92 93.64 98.04

SVM 89.44 97.59 98.32 97.51 99.64
SVC (kernel-linear) 96.5 95.29 99.99 95.59 99.28

SVC (kernel-sigmoid) 77.9 82.75 88.88 85.71 97.33

Table 7. Computational time & accuracy of the proposed method compared to the state-of-the-art approaches.

Author(S),(Year), Ref. Time(s) Accuracy #Images

Mouelhi et al., 2013, [? ] 80 55 120
Mouelhi et al., 2018, [? ] 77 56 84
Mahanta et al., 2021, [? ] 6.25 81 40

Our proposed method 2.5 96.5 598

identification of true positive observations within the positive instances. Recall measures the ability to classify all
actual positive instances correctly. To calculate the final precision and recall values, these measures were individually
computed for each class and then aggregated the ratios across all classes. The test accuracy was assessed using the
F-measure, which is a combination of test precision and recall. In this section, the performance of the suggested hybrid
classifiers is presented and compared to existing approaches in Table ??. On the other hand, Table ?? presents the
experimental results, indicating that our hybrid approach outperforms existing studies in both score accuracy and
time complexity. This superior performance is attributed to the creation of valuable features, which enrich the dataset
and consequently diminish the significance of the original dataset.

5. Conclusion

This paper presents a novel machine-learning method aimed at improving the classification accuracy of breast
cancer in the Immunohistochemistry Images dataset. The main goal of the proposed approach is to assist health-
care professionals in identifying and diagnosing breast cancer. To achieve the objective of this study leveraged the
first publicly available IHC dataset images and established a new framework for breast cancer scoring by collecting
immunohistochemistry images. The proposed approach is divided into four distinct phases. In the initial stage, it
performs a color space conversion from RGB to HSV for the input image. Subsequently, the dataset images are en-
hanced using the AHBF within the S channel. Secondly, we proposed an enhanced hybrid feature extraction method
to address the issue of overlapping in the improved image. This approach integrates a segmentation algorithm with
hybrid feature extraction, allowing for the calculation of areas and the detection of cell staining intensity. The third
stage examined the image with several classifiers. To assess the performance of the proposed approach for breast
cancer diagnosis, this approach utilized five evaluation metrics: accuracy, precision, recall, specificity, and F1-score.
experimental findings demonstrate that the capabilities of a hybrid approach based on feature extracting mechanisms
are highly effective in classifying microscopy breast cancer images. The experimental results of the developed hybrid
approach have demonstrated that our framework outperformed existing state-of-the-art approaches.
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