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Abstract
In this paper, the finite-time sliding mode controller design problem of a class of conic-type nonlinear systems

with time-delays, mismatched external disturbance and uncertain coefficients is investigated. The time-delay
conic nonlinearities are considered to lie in a known hypersphere with an uncertain center. Conditions have been

obtained to design a linear quadratic regulator based on sliding mode control. For this purpose, by applying

Lyapunov- Krasovskii stability theory and linear matrix inequality approach, sufficient conditions are derived
to ensure the finite-time boundedness of the closed-loop systems over the finite-time interval. Thereafter, an

appropriate control strategy is constructed to drive the state trajectories onto the specified sliding surface in a
finite time. Finally, an example related to the time-delayed Chua’s circuit is given to demonstrate the effectiveness

of the suggested method. Also, the efficiency of the suggested method is compared with other methods by using

an another numerical example.
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1. Introduction

In recent years, the issue of stability and control of delayed systems has garnered significant attention from re-
searchers. Due to its relevance in practical and industrial systems like heating systems, chemical reactors, and bio-
logical systems [2, 27], numerous studies have been conducted in the field of delayed systems [4, 19, 26]. While most
existing research has focused on Lyapunovs asymptotic stability over an infinite time interval, in practical applications,
studying a systems behavior over a finite time interval is often crucial. Asymptotic stability may not be suitable in
such cases due to potential adverse transient effects caused by large state values. Therefore, finite time stability, which
concentrates on the systems transient behavior over a specified time interval, becomes essential [14, 15, 27, 39].
Moreover, the presence of uncertain terms in practical systems is inevitable and can significantly impact controller
accuracy. Neglecting uncertain terms in system modeling can lead to suboptimal controller performance [9]. Research
has delved into the stability and finite time control of delayed systems with uncertainty [8, 9, 14, 29, 32, 47]. For in-
stance, in [14], time finite stabilization for switching linear systems with soft constrained uncertainty and time-varying
latency using the mean residence time method has been explored.
Recently, Khaledi et al. [17] introduced a finite-time sliding mode control (SMC) for a class of nonlinear systems,
considering latency in state variables and uncertain matrix coefficients in the dynamic system. They proposed a new
SMC theory, specifically the time-based SMC finite time bounded, which is effective for systems with uncertainties
and external disturbances. SMC has become a widely used control design method for robust control in linear and
nonlinear systems [10, 13, 44]. The SMC technique is employed in the presence of uncertainties and disturbances to
achieve asymptotic stability conditions [41].
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Various research has been conducted on sliding mode control in different areas of control theory [16, 18, 20, 21, 25, 33–
37, 45], yielding promising results on different aspects of the method [1–3, 5, 30, 38]. Linear matrix inequalities (LMI)
play a crucial role in determining stability conditions, often formulated in the form of these inequalities. Concepts like
finite-time stability (FTS) and finite-time bounded (FTB) have been extensively studied by researchers [10, 11, 27].
The conic nonlinear system, characterized by conic-type nonlinearities, is found in engineering systems modeling, such
as locally sinusoidal nonlinearities, dead zone nonlinearities in diodes and amplifiers, piecewise linear functions, and
Lipschitz nonlinearities [12].
This paper focuses on obtaining LMI-type conditions using the sliding mode control method to ensure the FTB con-
dition for the analyzed system [12]. Specifically, by considering the dynamic system described in [17], novel conditions
are derived by designing a linear quadratic regulator-based sliding mode control with an integral switching surface.
Sufficient conditions for the nonlinear system are obtained using Lyapunov-Krasovskii stability theory and linear ma-
trix inequality. The methods efficiency is demonstrated through a numerical example, inspired by the topic and proof
technique in [40].
The subsequent sections of this paper are structured as follows: Section 2 provides initial definitions and describes the
system under study. Section 3 defines a suitable integral-type sliding surface and derives the controller and equivalent
dynamic system using this surface. Section 4 is divided into two subsections. The first subsection presents a theorem
offering sufficient conditions for establishing the FTB condition, discussed with the aid of an LQR-based cost func-
tional. The second subsection designs a controller to place the dynamic systems state variables on the defined sliding
surface within a finite time. Section 5 evaluates the suggested methods efficiency and compares it with other methods
using a numerical example. Finally, section 6 concludes the paper.
The following notations are used throughout the paper:
A>(≥)0 means a symmetric positive-definite (positive-semidefinite) matrix. A<(≤)0 has a corresponding meaning.
λmax(.) means maximum eigenvalues of the corresponding matrix and PRT (X) = XT .X, where X is an arbitrary
vector. ‖ . ‖ shows the Euclidean norm for vectors or the spectral norm for matrices. As mentioned before, FTB,
FTS, LMI, LQR and SMC stand for finite time bounded, finite time stability, linear matrix inequality, linear quadratic
regulator, and sliding mode control, respectively. The symbol ”∗” represents the transposition of a symmetric member
relative to the original diameter in a symmetric block matrix.

2. Introducing the studied system and necessary definitions

Consider the nonlinear system with time-delay θ as follows:

Σ :

{
ż(s) = h(z(s), z(s− θ), λ(s)) +Bu(s),

λ̇(s) = φλ(s),
(2.1)

where z(s), z(s − θ) ∈ Rn are the state vectors; u(s) ∈ Rm is the input vector, λ(s) ∈ Rr is the external disturbance
vector, and φ ∈ Rr×r. h(z(s), z(s − θ), λ(s)) is an unknown (z, z(s − θ), λ)-dependent nonlinear function with the
following descriptions:

‖ h(z(s), z(s− θ), λ(s))− [Āz(s) + Āθz(s− θ) + F̄ λ(s)] ‖
≤‖ Arz(s) +Arθz(s− θ) + Frλ(s) ‖,

(2.2)

where Ā = A + A∆, Āθ = Aθ + A∆θ and F̄ = F + F∆. The matrices A, Aθ, F , B, Ar, Arθ, and Fr in the system
under study Σ are considered known. The unknown matrices A∆ , A∆θ, and F∆ satisfy the following conditions:

A∆ = M0δ0(s)N0,

A∆θ = M1δ1(s)N1,

F∆ = M2δ2(s)N2,

(2.3)

where Mi and Ni (i = 0, 1, 2) are known matrices and δi(s) (i = 0, 1, 2) are assumed to satisfy ‖ δi(s) ‖≤ 1 (i = 0, 1, 2)
for all times s.
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System Σ́ will be obtained from Σ using condition (2.2) as follows:

Σ́ :

{
ż(s) = Āz(s) + Āθz(s− θ) + g(s) +Bu(s) + F̄ λ(s),

λ̇(s) = φλ(s),
(2.4)

where g(s) = h(z(s), z(s− θ), λ(s))− [Āz(s) + Āθz(s− θ) + F̄ λ(s)].
The following inequality will be easily obtained by applying (2.2):

‖ g(s) ‖2 =‖ h(z(s), z(s− θ), λ(s))− [Āz(s) + Āθz(s− θ) + F̄ λ(s)] ‖2

≤‖ Arz(s) +Arθz(s− θ) + Frλ(s) ‖2 .
(2.5)

Definition 2.1. [40] Considering positive constants c1, c2(> c1), σ, a positive symmetric matrix U and a fixed time
interval [0, Tf ], the system Σ is called to be FTB with respect to (c1, c2, Tf , U, δ) whenever{

zT (0)Uz(0) ≤ c1,∫ Tf
0

λT (s)λ(s)ds ≤ δ,
⇒ zT (s)Uz(s)<c2, s ∈ [0, Tf ]. (2.6)

Lemma 2.2. [22] Assume that A and B are real matrices with appropriate dimensions. Let ε>0 and c, d ∈ Rn then:

2cTABd ≤ ε−1cTATAc+ εdTBTBd.

Proof. See proof in [22]. �

Lemma 2.3. [28] Assume that A and B be real matrices of appropriate dimensions. Let µ>0 and H(s) be a matrix
such that HT (s)H(s) ≤ I, then:

AH(s)B + [AH(s)B]T ≤ µ−1AAT + µBTB.

Proof. See proof in [28]. �

3. Sliding mode control design

Consider the following switching surface:

ς(s) = Lz(s)−
∫ s

0

L[(A+BK)z(r) +Aθz(r − θ) + Fλ(r)]dr, (3.1)

where L ∈ Rm×n and K ∈ Rm×n are real matrices that must be determined. We must consider the matrix L such
that LB becomes nonsingular. The answer z(s) from system Σ́ will be as follows:

z(s) = z(0) +

∫ s

0

[Āz(r) + Āθz(r − θ) + g(r) +Bu(r) + F̄ λ(r)]dr. (3.2)

Combining (3.1) and (3.2), implies that:

ς(s) = Lz(0) + L

∫ s

0

[Āz(r) + Āθz(r − θ) + g(r) +Bu(r) + F̄ λ(r)]dr (3.3)

−
∫ s

0

L[(A+BK)z(r) +Aθz(r − θ) + Fλ(r)]dr. (3.4)

(3.5)

Hence

ς(s) = Lz(0) +

∫ s

0

L[(A∆ −BK)z(r) +A∆θz(r − θ) + g(r) +Bu(r) + F∆λ(r)]dr.

When the state variables reach the desired sliding surface i.e. ς(s) = c and ς̇(s) = 0, solving the equation ς̇(s) = 0,
ueq will be obtained as follows:

ueq = −(LB)−1L[(A∆ −BK)z(s) +A∆θz(s− θ) + g(s) + F∆λ(s)]. (3.6)
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It should be noted that considering the above explanations, the switching surface converges to c, and also when the
state variables are placed on the switching surface, they reach c. By substituting ueq into Σ́, the following system will
be obtained:

Σ̃ :

{
ż(s) = Ãz(s) + Ãθz(s− θ) + L̃g(s) + F̃ λ(s),

λ̇(s) = φλ(s),
(3.7)

where Ã = A+ L̃A∆ +BK, Ãθ = Aθ + L̃A∆θ, F̃ = F + L̃F∆ and L̃ = I −B(LB)−1L.

4. Main results

A. FTB Analysis
Our goal in this section is to find the matrices K and L in (3.1) in such a way that the system (3.7) satisfies the FTB
condition.
To achieve this goal, by applying the following theorem, sufficient conditions will be obtained to ensure that the FTB
condition is met. The results are discussed with the help of an LQR based cost functional given by:∫ Tf

0

(zT (s)Qz(s) + uT (s)Ru(s))ds ≤ J∗.

Theorem 4.1. Consider the system (2.1).Then the system (3.7) is FTB wrt (c1, c2, Tf , U, δ) if there exist six positive
scalars ε1, ε2, ε3, ε4, ν1, and ν2, a positive-defined symmetric matrices P and X and a real matrix Y , so that the
following LMIs are established:

Σ1,1 AθX F 0 Σ1,5 XATr ε1L̃ XNT0 ε2L̃M0 0 ε3L̃M1 0 ε4L̃M2 X
TQ

∗ −X 0 0 0 XATrθ 0 0 0 XNT1 0 0 0 0

∗ ∗ −α‖φ‖2I 0 0 FTr 0 0 0 0 0 NT2 0 0

∗ ∗ ∗ 0 L̂TR 0 0 0 0 0 0 0 0 0
∗ ∗ ∗ ∗ −RI 0 0 0 Σ5,9 0 Σ5,11 0 Σ5,13 0
∗ ∗ ∗ ∗ ∗ −ε1I 0 0 0 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −ε1I 0 0 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I 0 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε3I 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε3I 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε4I 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε4I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −Q


<0, (4.1)

Uν1 ≤ P ≤ ν2U, (4.2)

ν2c1(1 + θ) + δ ‖ φ ‖2 (1− e−αTf )<e−αTf ν1c2, (4.3)

where Σ1,1 = XTAT + AX + Y TBT + BY + X, Σ1,5 = −Y TBT L̂TR, Σ5,9 = ε2R
T L̂M0, Σ5,11 = ε3R

T L̂M1,

Σ5,13 = ε4R
T L̂M2 and L̂ = −(LB)−1L. Therefore the matrix K, can be obtained by K = Y X−1.

Proof. Let zT (0)Uz(0) ≤ c1,
∫ Tf

0
λT (s)λ(s)ds ≤ δ. Our goal is to find conditions such that zT (s)Uz(s) ≤ c2 ∀s ∈

[0, Tf ]. Define a Lyapunov function as

V (s) = zT (s)Pz(s) +

∫ s

s−θ
zT (τ)Pz(τ)dτ. (4.4)

By considering (3.7) and using the time derivative of V (s), the following relation will be obtained:

V̇ (s) = żT (s)Pz(s) + zT (s)P ż(s) + zT (s)Pz(s)− zT (s− θ)Pz(s− θ) (4.5)

= (Ãz(s) + Ãθz(s− θ) + L̃g(s) + F̃ λ(s))TPz(s) (4.6)

+ zT (s)P (Ãz(s) + Ãθz(s− θ) + L̃g(s) + F̃ λ(s)) (4.7)

+ zT (s)Pz(s)− zT (s− θ)Pz(s− θ) (4.8)

= zT (s)ÃTPz(s) + zT (s− θ)ÃTθ Pz(s) + gT (s)L̃TPz(s) (4.9)
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+ λT (s)F̃TPz(s) + zT (s)PÃz(s) + zT (s)PÃθz(s− θ) + zT (s)PL̃g(s) (4.10)

+ zT (s)PF̃λ(s) + zT (s)Pz(s)− zT (s− θ)Pz(s− θ) (4.11)

= zT (s)(ÃTP + PÃ+ P )z(s) + zT (s− θ)ÃTθ Pz(s) + λT (s)F̃TPz(s) (4.12)

+ zT (s)PF̃λ(s) + zT (s)PÃθz(s− θ) + 2gT (s)L̃TPz(s) (4.13)

− zT (s− θ)Pz(s− θ). (4.14)

With the help of (2.5) and Lemma 2.2, we will have the following inequality:

2gT (s)L̃TPz(s) ≤ ε1zT (s)PL̃L̃TPz(s) + ε−1
1 ‖ g(s) ‖2 (4.15)

≤ ε1zT (s)PL̃L̃TPz(s) (4.16)

+ ε−1
1 PRT (Arz(s) +Arθz(s− θ) + Frλ(s)) (4.17)

= zT (s)(ε1PL̃L̃
TP + ε−1

1 ATr Ar)z(s) (4.18)

+ ε−1
1 zT (s)ATr Arθz(s− θ) + ε−1

1 zT (s)ATr Frλ(s) (4.19)

+ ε−1
1 zT (s− θ)ATrθArz(s) + ε−1

1 zT (s− θ)ATrθArθz(s− θ) (4.20)

+ ε−1
1 zT (s− θ)ATrθFrλ(s) + ε−1

1 λT (s)FTr Arz(s) (4.21)

+ ε−1
1 λT (s)FTr Arθz(s− θ) + ε−1

1 λT (s)FTr Frλ(s). (4.22)

By defining an auxiliary function as:

J = V̇ (s)− αλ̇T (s)λ̇(s) = V̇ (s)− α ‖ φ ‖2 λT (s)λ(s),

we will have:

J = zT (s)(ÃTP + PÃ+ P )z(s) + zT (s− θ)ÃTθ Pz(s)

+ λT (s)F̃TPz(s) + zT (s)PÃθz(s− θ) + zT (s)PF̃λ(s)

− zT (s− θ)Pz(s− θ) + 2gT (s)L̃TPz(s)− α ‖ φ ‖2 λT (s)λ(s).

From (4.15), we will find that:

J ≤ zT (s)(ÃTP + PÃ+ P + ε1PL̃L̃
TP + ε−1

1 ATr Ar)z(s) (4.23)

+ zT (s− θ)(ÃTθ P + ε−1
1 ATrθAr)z(s) + λT (s)(F̃TP + ε−1

1 FTr Ar)z(s) (4.24)

+ zT (s)(PF̃ + ε−1
1 ATr Fr)λ(s) + zT (s)(PÃθ + ε−1

1 ATr Arθ)z(s− θ) (4.25)

+ λT (s)(ε−1
1 FTr Fr − α ‖ φ ‖2 I)λ(s) + zT (s− θ)(ε−1

1 ATrθArθ − P )z(s− θ) (4.26)

+ zT (s− θ)(ε−1
1 ATrθFr)λ(s) + λT (s)(ε−1

1 FTr Arθ)z(s− θ). (4.27)

We write the above inequality in the following matrix form:

J ≤ ΞTΨΞ,

where

Ξ =


z(s)

z(s− θ)
λ(s)
g(s)

 ,
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and

Ψ =

 ÃTP+PÃ+P+ε1PL̃L̃
TP+ε−1

1 ATr Ar PÃθ+ε−1
1 ATr Arθ PF̃+ε−1

1 ATr Fr 0

∗ ε−1
1 ATrθArθ−P ε−1

1 ATrθFr 0

∗ ∗ ε−1
1 FTr Fr−α‖φ‖

2I 0
∗ ∗ ∗ 0

.
Next, by using the LQR based cost functional and the control input (3.6), we have:

Jc = V̇ (s) + zT (s)Qz(s) + uT (s)Ru(s)− αλ̇T (s)λ̇(s)

≤ ΞTΨΞ + zT (s)Qz(s) + uT (s)Ru(s).

Considering
L̂ = −(LB)−1L, Q̄ = diag(Q, 0, 0, 0),

and
Υ =

[
L̂(A∆ −BK) L̂A∆θ L̂F∆ L̂

]
,

one can find that:
zT (s)Qz(s) = ΞT Q̄Ξ, and uT (s)Ru(s) = ΞTΥTRΥΞ.

Hence,

Jc = ΞT (Ψ + Q̄+ ΥTRΥ)Ξ. (4.28)

If Jc<0, holds, then using Schur complement, the R.H.S of (4.28) is equivalent to:

Ω =


Π11+ε1PL̃L̃

TP+ε−1
1 ATr Ar PÃθ+ε−1

1 ATr Arθ PF̃+ε−1
1 ATr Fr 0 (A∆−BK)T L̂TR

∗ ε−1
1 ATrθArθ−P ε−1

1 ATrθFr 0 AT∆θL̂
TR

∗ ∗ ε−1
1 FTr Fr−α‖φ‖

2I 0 FT∆ L̂
TR

∗ ∗ ∗ 0 L̂TR
∗ ∗ ∗ ∗ −RI

<0, (4.29)

where, Π11 = ÃTP + PÃ+ P +Q.
By decomposition of the last inequality, we will have:

Ω =


Π11 PÃθ PF̃ 0 (A∆ −BK)T L̂TR

∗ −P 0 0 AT∆θL̂
TR

∗ ∗ −α ‖ φ ‖2 I 0 FT∆ L̂
TR

∗ ∗ ∗ 0 L̂TR
∗ ∗ ∗ ∗ −RI



+


ε1PL̃L̃

TP + ε−1
1 ATr Ar ε−1

1 ATr Arθ ε−1
1 ATr Fr 0 0

∗ ε−1
1 ATrθArθ ε−1

1 ATrθFr 0 0
∗ ∗ ε−1

1 FTr Fr 0 0
∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ 0

<0. (4.30)

We can rewrite the second matrix in Eq. (4.30) as follows:

ε1


PL̃
0
0
0
0



PL̃
0
0
0
0


T

+ ε−1
1


ATr
ATrθ
FTr
0
0



ATr
ATrθ
FTr
0
0


T

.
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Hence,

Ω =


Π11 PÃθ PF̃ 0 (A∆ −BK)T L̂TR

∗ −P 0 0 AT∆θL̂
TR

∗ ∗ −α ‖ φ ‖2 I 0 FT∆ L̂
TR

∗ ∗ ∗ 0 L̂TR
∗ ∗ ∗ ∗ −RI



+ε1


PL̃
0
0
0
0



PL̃
0
0
0
0


T

+ε−1
1


ATr
ATrθ
FTr
0
0



ATr
ATrθ
FTr
0
0


T

<0. (4.31)

The following result will be obtained by using Schur’s complement to (4.31):

Ω1 =



Π11 PÃθ PF̃ 0 (A∆ −BK)T L̂TR ATr ε1PL̃

∗ −P 0 0 AT∆θL̂
TR ATrθ 0

∗ ∗ −α ‖ φ ‖2 I 0 FT∆ L̂
TR FTr 0

∗ ∗ ∗ 0 L̂TR 0 0
∗ ∗ ∗ ∗ −RI 0 0
∗ ∗ ∗ ∗ ∗ −ε1I 0
∗ ∗ ∗ ∗ ∗ ∗ −ε1I


<0. (4.32)

To remove the unspecified parameters in (4.32), we rewrite the above relation as Ω1 = Ω1D + Ω1∆, where

Ω1D =



Π́11 PAθ PF 0 −KTBT L̂TR ATr ε1PL̃
∗ −P 0 0 0 ATrθ 0
∗ ∗ −α ‖ φ ‖2 I 0 0 FTr 0

∗ ∗ ∗ 0 L̂TR 0 0
∗ ∗ ∗ ∗ −RI 0 0
∗ ∗ ∗ ∗ ∗ −ε1I 0
∗ ∗ ∗ ∗ ∗ ∗ −ε1I


,

and

Ω1∆ =



PL̃A∆ +AT∆L̃
TP PL̃A∆θ PL̃F∆ 0 AT∆L̂

TR 0 0

∗ 0 0 0 AT∆θL̂
TR 0 0

∗ ∗ 0 0 FT∆ L̂
TR 0 0

∗ ∗ ∗ 0 0 0 0
∗ ∗ ∗ ∗ 0 0 0
∗ ∗ ∗ ∗ ∗ 0 0
∗ ∗ ∗ ∗ ∗ ∗ 0


,

where Π́11 = (A+ BK)TP + P (A+ BK) + P +Q. By substituting the values defined in (2.3) for A∆, A∆θ and F∆

into the Ω1∆ and using Lemma 2.3 to show that there exist positive scalars ε2, ε3 and ε4, we have:
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Ω1∆ =



PL̃M0

0
0
0

RT L̂M0

0
0


δ0(s)

[
N0 0 0 0 0 0 0

]
+ {



PL̃M0

0
0
0

RT L̂M0

0
0


δ0(s)

[
N0 0 0 0 0 0 0

]
}T

+



PL̃M1

0
0
0

RT L̂M1

0
0


δ1(s)

[
0 N1 0 0 0 0 0

]
+ {



PL̃M1

0
0
0

RT L̂M1

0
0


δ1(s)

[
0 N1 0 0 0 0 0

]
}T

+



PL̃M2

0
0
0

RT L̂M2

0
0


δ2(s)

[
0 0 N2 0 0 0 0

]
+ {



PL̃M2

0
0
0

RT L̂M2

0
0


δ2(s)

[
0 0 N2 0 0 0 0

]
}T .

Hence:

Ω1∆ ≤ ε2



PL̃M0

0
0
0

RT L̂M0

0
0





PL̃M0

0
0
0

RT L̂M0

0
0



T

+ ε−1
2



NT
0

0
0
0
0
0
0





NT
0

0
0
0
0
0
0



T

+ε3



PL̃M1

0
0
0

RT L̂M1

0
0





PL̃M1

0
0
0

RT L̂M1

0
0



T

+ ε−1
3



0
NT

1

0
0
0
0
0





0
NT

1

0
0
0
0
0



T

+ε4



PL̃M2

0
0
0

RT L̂M2

0
0





PL̃M2

0
0
0

RT L̂M2

0
0



T

+ ε−1
4



0
0
NT

2

0
0
0
0





0
0
NT

2

0
0
0
0



T

.



CMDE Vol. *, No. *, *, pp. 1-20 9

The following matrix inequality will be obtained with the help of Schur’s complement:



Π́11 PAθ PF 0 −KTBT L̂TR ATr ε1PL̃ NT0 ε2PL̃M0 0 ε3PL̃M1 0 ε4PL̃M2

∗ −P 0 0 0 ATrθ 0 0 0 NT1 0 0 0

∗ ∗ −α‖φ‖2I 0 0 FTr 0 0 0 0 0 NT2 0

∗ ∗ ∗ 0 L̂TR 0 0 0 0 0 0 0 0
∗ ∗ ∗ ∗ −RI 0 0 0 ε2R

T L̂M0 0 ε3R
T L̂M1 0 ε4R

T L̂M2
∗ ∗ ∗ ∗ ∗ −ε1I 0 0 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −ε1I 0 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε2I 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε3I 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε3I 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε4I 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −ε4I


<0. (4.33)

Now introducing X = P−1 and Y = KX. Multiplying the sides by diag{X,X, I, I, I, I, I, I, I, I, I, I, I} , and using
Schure complement we arrive at condition (4.1). It is easy to get

V̇ (τ) + zT (τ)Qz(τ) + uT (τ)Ru(τ)− αλ̇T (τ)λ̇(τ)<0. (4.34)

Multiplying by e−ατ and integrating from 0 to s, we get:

∫ s

0

e−ατ (zT (τ)Qz(τ) + uT (τ)Ru(τ))dτ +

∫ s

0

e−ατ V̇ (τ)dτ

−
∫ s

0

α ‖ φ ‖2 e−ατλT (τ)λ(τ)dτ<0,

(4.35)

1− e−αs

α

∫ s

0

zT (τ)Qz(τ) + uT (τ)Ru(τ)dτ ≤

− (e−αsV (s)− V (0))

+ α ‖ φ ‖2
∫ s

0

e−ατλT (τ)λ(τ)dτ.

Since
∫ s

0
e−ατ (zT (τ)Qz(τ) + uT (τ)Ru(τ))dτ>0, it is obvious that

V (s) ≤ eαsV (0) + eαsα ‖ φ ‖2
∫ s

0

e−ατλT (τ)λ(τ)dτ. (4.36)

From (4.4), it is easy to drive that:

V (0) = zT (0)Pz(0) +

∫ 0

−θ
zT (τ)Pz(τ)dτ.

Letting P̃ = U
−1
2 PU

−1
2 , we have

V (0) = zT (0)U
1
2 P̃U

1
2 z(0) +

∫ 0

−θ
zT (τ)U

1
2 P̃U

1
2 z(τ)dτ

≤ ν2z
T (0)Uz(0) + ν2

∫ 0

−θ
zT (τ)Uz(τ)dτ

≤ ν2z
T (0)Uz(0) + ν2θz

T (0)Uz(0)

≤ ν2c1(1 + θ),
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where ν2 = λmax(P̃ ). Using the above in (4.36) and from Definition 2.1, we get

V (s) ≤ eαTf ν2c1(1 + θ) + eαTf δ ‖ φ ‖2 (1− e−αTf ). (4.37)

On the other hand V (s) ≥ zT (s)Pz(s) ≥ zT (s)U
1
2 P̃U

1
2 z(s) ≥ ν1z

T (s)Uz(s), where ν1 = λmin(P̃ ). Therefore (4.37)
becomes

ν1z
T (s)Uz(s) ≤ eαTf ν2c1(1 + θ) + eαTf δ ‖ φ ‖2 (1− e−αTf ).

Hence, from the inequality (4.3), one can get zT (s)Uz(s) ≤ c2. According to Definition 2.1, system (3.7) with the
sliding mode dynamics (3.1) is FTB. To complete the proof, we have to find the value of J∗, for s ∈ [0, Tf ] and V (s)>0,
from (4.35), it follows that:

1− e−αTf
α

∫ Tf

0

(zT (τ)Qz(τ) + uT (τ)Ru(τ))dτ

≤ V (0) + α ‖ φ ‖2
∫ Tf

0

e−ατλT (τ)λ(τ)dτ

≤ ν2c1(1 + θ) + α ‖ φ ‖2
∫ Tf

0

e−ατλT (τ)λ(τ)dτ

≤ ν2c1(1 + θ) + (1− e−αTf )δ ‖ φ ‖2 .

Therefore,∫ Tf

0

(zT (τ)Qz(τ) + uT (τ)Ru(τ))dτ ≤ αν2c1(1 + θ)

1− e−αTf
+ αδ ‖ φ ‖2= J∗.

This completes the proof. �

B. Proper controller design
The main purpose of this section is to design a suitable controller in such a way that it puts the state variables of Σ̃
on the sliding surface ς(s) = ς(z(s)) = c in a finite time S∗.

Theorem 4.2. [17] Consider the system (Σ), the sliding surface of type (3.1), and K resulting from Theorem 4.1.

Also, assume that L̃ in (3.7) is chosen such that LB is nonsingular. In this case, by applying the following control

law, the state variables of the system (Σ̃) are placed on a predefined sliding surface ς(s) = ς(z(s)) = c, at a finite time:

u(s) = Kz(s)− η(s)sign(ς(s)), (4.38)

where η(s) is as follows:

η(s) = σ+ ‖ (BTXB)−1BTXM0 ‖‖ N0z(s) ‖
+ ‖ (BTXB)−1XM1 ‖‖ N1z(s− θ) ‖
+ ‖ (BTXB)−1BTX ‖ (‖ Arz(s) ‖
+ ‖ Arθz(s− θ) ‖ + ‖ Frλ(s) ‖)
+ ‖ (BTXB)−1BTXM2 ‖‖ N2λ(s) ‖,

(4.39)

where σ > 0, is a partial constant.

Proof. See proof in [17]. �
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5. Numerical example

In this section, a numerical example is presented to study the method numerically and test its efficiency. Chuas
circuit is one of the physical systems for which the presence of chaos (in the sense of Shilnikov) has been established
experimentally, confirmed numerically, and proven mathematically. In recent years, Chuas circuit has become a stan-
dard model for studying chaos in systems described by finite-dimensional ordinary differential equations [23, 24, 43].

Example 5.1. Consider a time-delayed Chua’s circuit as follows:

ż1(s) = −αc(1 + b)z1(s) + αcz2(s) + 0.01z1(s− θ) + 0.01z2(s− θ)
+0.001z3(s− θ) + g1(z1(s)),

ż2(s) = z1(s)− z2(s) + z3(s) + 0.01z1(s− θ) + 0.001z2(s− θ)
+0.001z3(s− θ) + g1(z1(s− θ)),

ż3(s) = −βcz2(s)− µz3(s) + 0.001z1(s− θ) + 0.001z2(s− θ)
+0.001z3(s− θ),

(5.1)

where g1(z(s)) = 0.5αc(a− b)(|z1(s) + 1| − |z1(s)− 1|),
and
g1(z(s− θ)) = 0.5αc(a− b)(|z1(s− θ) + 1| − |z1(s− θ)− 1|).
And the parameters are αc = 9 ∗ 10−12, βc = 16.5811, µ = 0.138083, a = −1.39386 , b = −0.7559, α = .1, R = .01,
θ = 3, and Q = diag{0.1, 0.1, 0.1}. Rewriting the system (5.1) as (2.4), we have:

A =

−αc(1 + b) αc 0
1 −1 1
0 −βc −µ

 , (5.2)

B =

2
5
2

 , (5.3)

F =

1
1
1

 , (5.4)

Aθ =

 0.01 0.01 0.001
0.01 0.001 0.001
0.001 0.001 0.001

 . (5.5)

We define g(s) as follows:

g(s) =

 0.5αc(a− b)(|z1(s) + 1| − |z1(s)− 1|)
0.5αc(a− b)(|z1(s− θ) + 1| − |z1(s− θ)− 1|)

0

 .
Due to |x+ 1| − |x− 1| ≤ 2|x| ∀x ∈ R, the following inequality will be obtained:

‖ g(s) ‖2 ≤ (0.5αc(a− b)(|z1(s) + 1| − |z1(s)− 1|))2

+ (0.5αc(a− b)(|z1(s− θ) + 1| − |z1(s− θ)− 1|))2.

To write g(s) in the form of (2.5), consider the matrices Ar, Arθ, and Fr as follows:
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Ar =

αc(a− b) 0 0
0 0 0
0 0 0

 ,
Arθ =

 0 0 0
αc(a− b) 0 0

0 0 0

 ,
Fr =

0
0
0

 .
Suppose that φ = −100, in (2.4) and the initial condition zT (0) =

[
−0.155 1 0.155

]
. (5.6)

Consider the parameters of Definition 2.1 as follows:

c1 = 1, c2 = 8.82, Tf = 1, U = I, δ = 37.432.

Suppose L = BTX, with X = I, and the values of M0, N0,M1, N1,M2, and N2 are zero. With the help of Yalmip
software in Matlab and SeDuMi solver, the following answers are obtained by solving LMIs (4.1), (4.2), and (4.3):

X = 10−4 ∗

0.2945 0 0
0 0.2945 0
0 0 0.2945

 ,
P = 104 ∗

3.3952 0 0
0 3.3952 0
0 0 3.3952

 ,
Y = 10−5 ∗

−0.1057
−0.2642
−0.1057

T ,
ε1 = 1.237 ∗ 10−11, ε2 = 1.001 ∗ 103, ε3 = 1.001 ∗ 103

,

ε4 = 1.001 ∗ 103, ν1 = 4.7457 ∗ 103, ν2 = 6.5323 ∗ 104.

Therefore, the gain K will be obtained as follows:

K =
[
−0.0359 −0.0897 −0.0359

]
.

Considering (3.1), the sliding surface will be as follows:

ς(s) =
[
2 5 2

]
z(s)−

∫ s

0

[
3.8159 −41.1225 3.5397

]
z(r)dr

+

∫ s

0

(
[
0.0720 0.0270 0.0090

]
z(r − θ) + 9λ(r))dr.

Suppose σ is equal to 0.03, in which case, given equation (4.38), u(s) will be obtained as follows:

u(s) =
[
−0.0359 −0.0897 −0.0359

]
z(s)− η(s)sign(ς(s)),



CMDE Vol. *, No. *, *, pp. 1-20 13

Time(s)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

||z
(s

)||

0

1

2

3

4

5

6

7

8

9

||z(s)||

Where FTB interval ends

c
2

1/2
=8.8

Figure 1. Evolution of ‖ z(s) ‖ over time.
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Figure 2. Response of the state variables z1(s), z2(s) and z3(s) for the open-loop.

where

η(s) = 0.03 + 0.1741[‖ Arz(s) ‖ + ‖ Arθz(s− θ) ‖].

To eliminate the effect of chattering caused by the input signals, we replace sign(ς(s)), with ς(s)\(0.015+ ‖ ς(s) ‖).
According to Figure 1 and Definition 2.1, we observe that based on the defined parameters, the F.T.B condition is
established on the time-finite interval [0, 1s]. The diagrams of state variables for open-loop and closed-loop systems are
shown in Figure 2 and Figure 3, respectively. We observe that in the absence of the control law, the system becomes
unstable. Also, by applying the control law, the state variables z1, z2, and z3 reach a predetermined sliding surface in
a finite time. Finally, Figure 4 shows the control input u(s), and Figure 5 shows the switching surface function ς(s),
and moreover, the minimum upper bound of the cost function is J∗ = 3.7432 ∗ 104.

Then, the efficiency of the studied method is compared with the previous methods. For this purpose, we solve the
example presented in [23] with a new method, therefore we ignore the delay and consider other parameters according
to [23] as follows:

φ = −100, αc = 9.1, c1 = 1, c2 = 8.82, δ = 1, α = 1.82, zT (0) =
[
−8 0 0

]
,
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Figure 3. Response of the state variables z1(s), z2(s) and z3(s).
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Figure 4. Control input u(s).
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Figure 5. Switching surface function ς(s).

and

g(z(s), z(s− θ), λ(s)) =

0.5αc(a− b)(|z1(s) + 1| − |z1(s)− 1|)
0
0

 ,
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Figure 6. Evolution of ‖ z(s) ‖ over time for the open-loop and closed-loop via uLSFC(s) and uSMC(s).

other parameters are the same as before.
Using Theorem 2 of [23], the linear state-feedback controller gain will be obtained as follows:

KLSFC =
[
−12.0891 −10.0109 0.3746

]
.

Therefore, the feedback control input will be as follows:

uLSFC(s) = KLSFC .z(s).

With the help of Yalmip software in Matlab and SeDuMi solver, the following answers are obtained by solving the
linear matrix inequalities (4.1), (4.2) and (4.3) in Theorem 4.1:

X = 10−3 ∗

0.1173 0 0
0 0.1173 0
0 0 0.1173

 ,
Y = 10−5 ∗

[
−0.0863 −0.2158 −0.0863

]
,

KSMC =
[
−0.0074 −0.0184 −0.0074

]
.

Therefore the sliding surface from (3.1) will be as follows:

ςSMC(s) =
[
2 5 2

]
z(s)

−
∫ s

0

(
[
0.3145 −20.5694 4.4810

]
z(r) + 9λ(r))dr.

Hence, we can find the following uSMC controller:

uSMC(s) =
[
−0.0074 −0.0184 −0.0074

]
z(s)− η(s)sign(ςSMC(s)),

where

η(s) = 0.03 + 0.1741 ‖ Arz(s) ‖ .
Figure 6 includes the zT (s)Uz(s) response using the controller defined in [23], the SMC-based controller in this paper,
as well as the open-loop system. We observe that, using uSMC , chart zT (s)Uz(s), is always below chart zT (s)Uz(s),
using uLSFC . Also, chart zT (s)Uz(s), sits down after about 2 seconds using uSMC , while it sits down after about 4
seconds using uLSFC .
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Example 5.2. Consider the following parameters for the system (2.4):

A =

−am1 a 0
1 −1 1
0 −b 1

 , Aθ =

−c 0 0
−c 0 0
2c 0 −c

 , B =

 1
2.5
2

 , F =

0.2
0.3
0.7

 ,
Ar =

1 0 0
0 0 0
0 0 0

 , Arθ =

 0 0 0
0.1 0 0
0 0 0

 , Fr =

0
0
0

 ,
M0 = M1 = M2 =

[
0.2 0.3 0.7

]T
,

N0 =
[
0.4 0.2 0.3

]
,

N1 =
[
0.3 0.5 0.3

]
,

N2 = 0.1, θ = 3, where a = 9, b = 14.28, c = 0.1,m1 = (2/7), α = 0.1, c1 = 0.4, c2 = 5, Tf = 5, U = I, δ = 0.4, R =
3, Q = diag{0.1, 0.1, 0.01}, φ = 12 and L = BTX with X = I. Consider the initial condition as z(0) =[

2 1 −2
]T
.

We also define the conic-type nonlinearity as follows:

g(s) =

 0.5(|z1(s) + 1| − |z1(s)− 1|)
0.05(|z1(s− θ(s)) + 1| − |z1(s− θ(s))− 1|)

0

 .
Due to the inequality |x+ 1| − |x− 1| ≤ 2|x| that holds for any arbitrary real number x, one can find that:

‖ g(s) ‖2≤ (0.5(|z1(s) + 1| − |z1(s)− 1|))2 + (0.05(|z1(s− θ) + 1| − |z1(s− θ)− 1|))2.

Therefore, considering the matrices Ar,Arθ and Fr, g(s) is written in the form of (2.5).
By solving LMIs (4.1), (4.2) and (4.3), we will have the following solutions:

X = 10−12

 0.3052 −0.0571 −0.2146
−0.0571 0.0609 0.1476
−0.2146 0.1476 0.6636

 , Y = 10−12

 0.0521
−0.1321
−0.2008

T .
Hence, the gain K can be calculated as:

K =
[
−0.1808 −3.1738 0.3449

]
.

Therefore, by using (3.1), the sliding surface is obtained as follows:

ς(s) =
[
1 2.5 2

]
z(s)

−
∫ s

0

(
[
−2.1050 −57.7651 8.3803

]
z(r) +

[
0.5 0 −0.2

]
z(r − θ(r)) + 2.55λ(r))dr.

By choosing the parameter σ as 0.0150 then the designed u(s) in (4.38) is found to be:

u(s) =
[
−0.1808 −3.1738 0.3449

]
z(s)− η(s)sign(ς(s)).

Where

η(s) = 0.0150 + 0.4245 ‖ z(s) ‖ +0.1837 ‖ z(s− θ(s)) ‖ +0.0235 ‖ λ(s) ‖
and moreover the minimum upper bound of the cost function is J∗ = 1.1275.
To reduce the chattering related to control input signals, we replace sign(ς(s)) with ς(s)\(0.015+ ‖ ς(s) ‖). From
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Figure 8. Response of the state variables z1(s),z2(s) and z3(s) for the open-loop.

Figure 7, we see that with the defined parameters, the F.T.B condition is established based on Definition (2.1) over the
finite-time interval [0, 5s]. In Figures 8-10, the state representations of the considered nonlinear system are represented.
Figure 8 and Figure 9 show the state trajectories of the system for the open-loop and closed-loop systems. We can
observe that the designed SMC law gives the better F.T.B performance and the absence of the controller in the system
leads to the unboundedness of the state trajectories. Figure 9 shows the diagrams of the state variables z1,z2 and z3.
We observe that these variables have reached the sliding surface in a finite time. Finally Figure 10 shows the response
of the designed control input u(s) and Figure 11 shows the finite-time reachability of the switching surface function
ς(s) this illustrate the effectiveness of the proposed method.

6. Conclusion

The problem of robust FTB of nonlinear time delay systems using LQR based SMC law has been investigated.
Using the Lyapunov-Krasovskii stability theory and LMI technique, sufficient conditions are obtained to ensure the
required results for the system. Furthermore, a proposed SMC scheme shown that by synthesizing an SMC law,
the system trajectories can be driven onto the predefined switching surface in a finite time. Finally, an example is
presented to demonstrate the effectiveness of the proposed results.



18 GH. KHALEDI, S. M. M. ALIZAMINI, AND M. GHAMGOSAR

Time(s)

0 5 10 15
-4

-3

-2

-1

0

1

2

3

z
1
(s)

z
2
(s)

z
3
(s)

Figure 9. Response of the state variables z1(s),z2(s) and z3(s).

Time(s)

0 5 10 15

C
on

tro
l i

np
ut

-5

-4

-3

-2

-1

0

1

2

3

4

u(s)

Figure 10. Control input u(s).

Time(s)

0 5 10 15

Sw
itc

hi
ng

 s
ur

fa
ce

-15

-10

-5

0

5

10

ς(s)

Figure 11. Switching surface function ς(s).



REFERENCES 19

References

[1] A. Levant, Quasi-continuous high-order sliding-mode controllers, IEEE Transactions on Automatic Control, 50
(2005), 1812–1816.

[2] B. Bandyopadhyay, D. Fulwani, and K. Kim, Sliding mode control using novel sliding surfaces, (2009), Springer-
Verlag.

[3] B. Bandyopadhyoy and D. A. Fulwani, Robust tracking controller for uncertain MIMO plant using nonlinear
sliding surface, IEEE International Conference on Industrial Technology, (2009), Australia, 1–6.

[4] C. B. Cardeliquio, M. Souza, and A. R. Fioravanti, Stability analysis and output-feedback control design for
time-delay systems, IFAC-Papers Online, 50(1) (2017), 1292–1297.

[5] C. Gao, Z. Liu, and R. Xu, On exponential stabilization for a class of neutral-type systems with parameter
uncertainties: An integral sliding mode approach, Applied Mathematics and Computation, 219 (2013), 11044–
11055.

[6] C. Zheng, N. Li, and J. Cao, Matrix measure based stability criteria for high-order neural networks with propor-
tional delay, Neurocomputing, 149 (2015), 1149–1154.

[7] D. Ivanescu, Control of an intercounnected power system: a time delay approach, IFAC Proceeding, 34(13) (2001),
449–454.

[8] E. De Souzac and D. Coutingo, Robust stability and control of uncertain linear discrete time periodic systems with
time-delay, Automatica, 50(2) (2014), 431–441.

[9] E. Moradi, M. R. Jahed-Motlagh, and M. Barkhordari Yazdi, LMI-based criteria for robust finite-time stabilization
of switched systems with interval time-varying delay, IET Control Theory and applications, 11(16) (2017), 2688–
2697.

[10] F. Amato, M. Ariola, and P. Dorat, Finite-time control of linear systems subject to parametric uncertainties and
disturbances, Automatica, 37(9) (2001), 1459–1463.

[11] F. Amato, G. Tommasi, and A. Pironti, Necessary and sufficient conditions for finite-time stability of impulsive
dynamical linear systems, Automatica, 49(8) (2013), 2546–2550.

[12] F. Feng, C. Jeong, E. Yaz, S. Schneider, and Y. Yaz, Robust controller design with general criteria for uncertain
conic nonlinear systems with disturbances, American Control Conference, USA, (2013), 5869–5874.

[13] F. Gouaisbaut, M. Dambrine, and J. R. Richard, Robust control of delay systems a sliding mode control design
via LMI, Syst. Control. Lett, 46 (2013), 219–230.

[14] F. Tan, B. Zhou, and G. R. Duan, Finite-time stabilization of linear time varying systems by piecewise constant
feedback, Automatica, 68 (2016), 277–285.

[15] G. Zhao and J. Wang, Finite time stability and L2-gain analysis for switched linear systems with state-dependant
switching, Journal of the Franklin Institute, 350 (2013), 1057–1092.

[16] Gh. Khaledi and S. M. Mirhosseini-Alizamini, Controlling a class of nonlinear time-delayed systems by using SMC
technique, 51th Annual Iranian Mathematics Conference, (2021), 16-19 February, Kashan.

[17] Gh. Khaledi, S. M. Mirhosseini-Alizamini, and S. Khaleghizadeh, Sliding mode control design for a class of
uncertain time-delay conic nonlinear systems, Iranian Journal of Science and Technology, Transaction A: Science,
46 (2022), 583–593.

[18] H. Xing, C. Gao, and D. Li, Sliding mode variable structure control for parameter uncertain stochastic systems
with time-varying delay, Journal of Mathematics Analysis and Applications, 355 (2009), 689–699.

[19] J. G. Milton, Time delays and the control of biological systems: an overview, IFAC-Papers Online, 48(12) (2015),
87–92.

[20] K. Mathiyalagan and G. Sangeetha, Second-order sliding mode control for nonlinear fractional-order systems,
Applied Mathematics and Computation, 383(9) (2020), 125264.

[21] K. Mathiyalagan and G. Sangeetha, Finite-time stabilization of nonlinear time delay systems using LQR based
sliding mode control, Journal of the Franklin Institute, 356 (2019), 3948–3964.

[22] L. Huang and X. Mao, SMC design for robust H∞ control of uncertain stochastic delay systems, Automatica,
46(2) (2010), 405–412.



20 REFERENCES

[23] M. Elbsat and E. Yaz, Robust and resilient finite-time control of a class of continuous-time nonlinear systems,
IFAC Proc, 45(13) (2012), 15–20.

[24] M. Elbsat and E. Yaz, Robust and resilient finite-time control of discrete-time uncertain nonlinear systems,
Automatica, 49(7) (2013), 2292–2296.

[25] M. Ghamgosar, S. M. Mirhosseini-Alizamini, and M. Dadkhah, Sliding mode control of a class of uncertain
nonlinear fractional order time-varying delayed system based on Razumikhin approach, Computational Methods
for Differential Equations, In Press.

[26] N. Zhao, X. Zhang, and Y. Xue, Necessary conditions for exponential stability of linear neutral type systems with
multiple time delays, Journal of the Franklin Institute, 355(1) (2018), 458–473.

[27] P. Dorato, Short time stability in linear time-varying systems, In proc. the IRE Int. Conv. Rec, (1961), New York.
[28] P. Khargonekar, I. Petersen, and k. Zhou, Robust stabilization of uncertain linear systems: quadratic stabilization

and H∞ control theory, IEEE Trans. Automat. Control, 35(3) (1990), 356–361.
[29] P. Niamsup and V. N. Phat, Robust finite-time H∞ control of linear time-varying delay systems with bounded

control via Riccati equations, International Journal of Automation and Computing, 3 (2017), 1–9.
[30] Q. Ren, C. Gao, and S. Bi, Sliding mode control based on novel nonlinear sliding surface for a class of time-varying

delay systems, Applied Mechanics and Materials, 615 (2014), 375–381.
[31] S. B. Stojanovic, D. L. Debeljkovic, and D. S. Antic, Robust finite-time stability and stabilization of linear

uncertain time-delay systems, Asian Journal of control, 15(5) (2013), 1548–1554.
[32] S. He and F. Liu, Finite-time boundedness of uncertain time-delay neural network with markovian jumping pa-

rameters, Neurocomputing, 103 (2013), 87–92.
[33] S. M. Mirhosseini-Alizamini, S. Effati, and A. Heydari, An iterative method for suboptimal control of linear

time-delayed systems, Systems and Control Letters, 85 (2015), 40–50.
[34] S. M. Mirhosseini-Alizamini, S. Effati, and A. Heydari, Solution of linear time-varying multi-delay systems via

variational iteration method, Journal of Mathematics and Computer Science, 16(2) (2016), 282–297.
[35] S. M. Mirhosseini-Alizamini, Solving linear optimal control problems of the time-delayed systems by Adomian

decomposition method, Iranian Journal of Numerical Analysis of Optimization, 9(2) (2019), 165–185.
[36] S. M. Mirhosseini-Alizamini, S. Effati, and A. Heydari, An iterative method for suboptimal control of a class of

nonlinear time-delayed systems, International Journal of Control, 92(12) (2019), 2869–2885.
[37] S. Ma and E. Boukas, A singular system approach to robust sliding mode control for uncertain Markov jump

systems, Automatica, 45 (2009), 2707–2713.
[38] S. Mondal and C. Mahanta, Nonlinear sliding surface based second order sliding mode controller for uncertain

linear systems, Commun. Nonlinear Sci. Numer. Sim-lat, 16 (2011), 3760–3769.
[39] S. Sh. Alviani, Delay-dependant exponential stability of linear time-varying neutral delay systems, IFAC-Papers

Online, 48(12) (2015), 177–179.
[40] Sh. He and J. Song, Finite-time sliding mode control design for a class of uncertain conic nonlinear systems,

IEEE Journal of Automatica Sinica, 4(4) (2017), 809–816.
[41] V. Utkin, Sliding modes in control and optimization, (1992), Springer-Verlag.
[42] W. Cao and J. Xu, Nonlinear integral-type sliding surface for both matched and unmatched uncertain systems,

IEEE Transactions on Automatic Control, 49 (2004), 1355–1360.
[43] X. Wang, G. Zhong, K. Tang, K. Man, and Z. Liu, Generating chaos in Chua’s circuit via time-delay feedback,

IEEE Transactions on circuits and systems-I:Fundemental Theory and Applications, 48(9) (2001), 1151–1156.
[44] Y. G. Niu and D. W. C. Ho, Design of sliding mode control subject to packet losses, IEEE. Trans. Automat.

Control, 55 (2010), 2623–2628.
[45] Y. Wu, Y. He, and J. H. She, Stability analysis and robust control of time-delay systems, (2010), Springer.
[46] Y. Xia and Y. Jia, Robust sliding-mode control for uncertain time-delay: an LMI approach, IEEE Transactions

on Automatic Control, 48 (2003), 1086–1092.
[47] Y. Zhang, Finite-time boundedness for uncertain discrete neural networks with time-delays and Markovian jumps,

Neurocomputing, 144 (2014), 1–7.


	1. Introduction
	2. Introducing the studied system and necessary definitions
	3. Sliding mode control design
	4. Main results
	5. Numerical example
	6. Conclusion
	References

