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Abstract

The predator-prey model is a pair of first-order nonlinear differential equations which are used to explain the
dynamics of biological systems. These systems contain two species interacting, one as a predator and the other

as prey. This work proposes a meshless local Petrov-Galerkin (MLPG) method based upon the interpolating

moving least squares (IMLS) approximation, for the numerical solution of the predator-prey systems. With this
aim, the space derivative is discretized by the MLPG technique in which the test and trial functions are chosen

from the shape functions of IMLS approximation. Next, a semi-implicit finite difference approach is utilized to

discretize the time derivative. The main aim of this work is to bring forward a flexible numerical procedure to
solve predator-prey systems on complicated geometries.
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1. Introduction

A system of the predator-prey model can be introduced by [38]
ut = ∇ · (D∇u) +G(u), x ∈ Ω, t > 0,

∇u · −→n = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), x ∈ Ω,

(1.1)

where G is nonlinear functions. Several numerical techniques were investigated to simulate model (1.1) such as finite
difference method [14], finite volume method [32], finite element method [5, 18, 23], element-free Galerkin method
[10, 11], Chebyshev spectral method [37], Legendre spectral element method [13], spectral meshless radial point
interpolation approach [34], local radial basis function [30], Convolutional neural network [39], nonstandard FDM
[8, 15], etc.

According to the assumption in [6, 20], we can write

∂Φ

∂t
= d1∆Φ+ rΦ

(
1− Φ

k

)
− κ

(
Φ

Φ+ a

)
v,

∂u

∂t
= d2∆u+ I − ru− ϕ

(
u

u+ ℓ

)
v,

∂v

∂t
= d3∆v + εκ

(
Φ

Φ+ a

)
v + bϕ

(
u

u+ ℓ

)
v − ℏv,

(1.2)

where
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(1) Φ is the prey population,
(2) v denotes the predator population,
(3) u shows the quantity of subsidy,
(4) d1, d2, and d3 are the positive diffusion coefficients.

Authors of [7] presented a formulation that achieves high levels of accuracy and efficiency by properly solving the
Poisson equations at each step of the solution process by formulating a Localized RBF Collocation Meshless Method
(LRC-MM) solution approach for the approximation of the diffusive and convective derivatives while employing the
same framework to implement a Dual-Reciprocity Boundary Element Method (DR-BEM) for the solution of the
ensuing Poisson equations. A method is developed in [29] for solving an inverse geometric problem is presented by
reconstructing the unknown subsurface cavity geometry with the boundary element method (BEM) and a genetic
algorithm in combination with the Nelder-Mead non-linear simplex optimization method. Authors of [2] described
an extension of the boundary element method (BEM) and the dual reciprocity boundary element method (DRBEM)
formulations developed for one- and two-dimensional steady-state problems, to analyze transient convection–diffusion
problems associated with first-order chemical reaction. A numerical reduced order model framework is developed in [9]
to simulate the physics of the thermo-mechanical processes that occur during c-Si photovoltaic (PV) cell fabrication.
The relationship between prey and predator is analyzed in [24] from the early nineteenth century by considering
different types of functional responses and ecological effects. The main aim of [19] is to present a modified ratio-
dependent model by incorporating the supply of additional food to the predators. A predator–prey system with Allee
effect and gestation delay is established in [22]. A meshless approximation based on GMLS is applied in [12] to solve
the reaction-diffusion equations on the sphere and red-blood-cell surfaces. Authors of [16] developed a Sinc function
interpolation collocation method to simulate a class of predator-prey systems with complex dynamics characters.

Now, we want to propose a MLPG method for the numerical solution of The main problem. The MLPG method
is constructed by Atluri [3, 4, 36]. The MLPG method uses some regular, simple and independent sub-domains for
the numerical integral. The spectral meshless radial point interpolation (SMRPI) technique is used in [35] to the
solution of pattern formation in nonlinear reaction-diffusion systems. Authors of [28] proposed a numerical solution
for the two-dimensional system of nonlinear partial differential equations by a global radial basis function collocation
method (GRBFCM). The meshless local radial point interpolation (MLRPI) methods are employed in [33] to simulate
two-dimensional wave equations subject to given appropriate initial and Neumann’s boundary conditions. A mesh-
less numerical technique is proposed in [17] for solving the generalized variable coefficient Schrödinger equation and
Schrödinger-Boussinesq system with electromagnetic fields.

Integrating of MLS shape functions is needed in the MLPG technique which it cause of increasing the used CPU
time. To treatment this issue, the direct MLPG (DMLPG) method based on the GMLS approximation is proposed
[26, 27] nad it is used for solving various problems [1, 25, 31].

2. Interpolating moving least squares (IMLS) approximation

Let ϖ = {ϖi}Ni=1 be a set of scattered data in Ω ⊂ Rn. The fill distance is

hX,Ω = sup
x∈Ω

min
1≤j≤N

∥ϖ −ϖj∥2, qX =
1

2
min
i̸=j

∥ϖi −ϖj∥2. (2.1)

Also

ℑ(ϖ)
∆
= B(ϖ, δ) = {ϖ∗ ∈ Rn : ∥ϖ −ϖ∗∥ < δ(ϖ)} , (2.2)

is the influence domain of node ϖ [21] and the influence domain of point ϖi is

ℑi
∆
= ℑ(ϖi) = {ϖ∗ ∈ Rn : ∥ϖi −ϖ∗∥ < δi} , (2.3)
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in which δi is the radius of ℑi. Also, the following weight function is employed [21]

wi(ϖ) =


φ
(

∥ϖ−ϖi∥2

δi

)∥∥∥ϖ−ϖi

δi

∥∥∥−α

2
, x ∈ ℑi,

0, x /∈ ℑi,

(2.4)

in which the function φ is nonnegative, compactly supported in the unit ball B(0, 1), k-th times continuously differ-
entiable, and its derivatives up to order k are bounded. Moreover, the function φ can be chosen to be the constant
one or any weight functions used in the MLS approximation. Also, in the simulation, we assume α = 2. We set

p(ϖ) =
[
p0(ϖ) p1(ϖ) . . . pm−1(ϖ)

]T
, ϖ ∈ Ω. (2.5)

Consider
span {p0(ϖ), p1(ϖ), . . . , pm(ϖ)} ,

and [21]

q0(ϖ,ϖ) =
p0(ϖ)

(p0, p0)
1
2
ϖ

=
1 ∑

i∈E(ϖ)

wi(ϖ)

 1
2

, (2.6)

in which

(f, g)ϖ =
∑

i∈E(ϖ)

wi(ϖ)f(ϖi)g(ϖi). (2.7)

Also, we set [21]

qi(ϖ,ϖ) = pi(ϖ)−
∑

l∈E(ϖ)

vl(ϖ)pi(ϖl), (2.8)

in which

vl(ϖ) =
wl(ϖ)∑

j∈E(ϖ)

wj(ϖ)
. (2.9)

To approximate the unknown function u(ϖ) at ϖ, we put [21]

uh(ϖ,ϖ) =

m∑
i=0

qi(ϖ,ϖ)ai(ϖ) = q0(ϖ,ϖ)a0(ϖ) + qT(ϖ,ϖ)a(ϖ), (2.10)

such that {ai(ϖ)}mi=0 are the unknown coefficients. These unknown parameters will be driven by minimizing the
following functional [21]

J(ϖ) =
∑

i∈E(ϖ)

wi(ϖ)[u(ϖi)− uh(ϖ,ϖi)]
2
=

∑
i∈E(ϖ)

wi(ϖ)

[
u(ϖi)−

m∑
i=0

qi(ϖ,ϖi)ai(ϖ)

]2

. (2.11)

According to relation (2.7), Eq. (2.11) can be rewritten as follows

(u(·)− uh(ϖ, ·), qi(ϖ, ·))ϖ = 0, 0 ≤ i ≤ m, (2.12)

such that [21]

a0(ϖ) = (u− q0(ϖ, ·))ϖ, (2.13)

m∑
i=1

(qi(ϖ, ·), qj(ϖ, ·))ϖai(ϖ) = (u, qj(ϖ, ·))ϖ, j = 1, 2, . . . ,m. (2.14)
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Thus, Eq. (2.14) can be changed as

A(ϖ)a(ϖ) = B(ϖ)u, (2.15)

where

u =
[
u(ϖl1) u(ϖl2) . . . u(ϖlη(ϖ)

)
]T

A(ϖ) = B(ϖ)Q(ϖ), (2.16)

Q(ϖ) =
[
q(ϖ,ϖl1) q(ϖ,ϖl2) . . . q(ϖ,ϖlη(ϖ)

)
]
, (2.17)

and also [21]

Bij(ϖ) =


wlj (ϖ)qi(ϖ,ϖlj ), ϖ ̸= ϖlj ,∑
k∈E(ϖ),k ̸=j

wk(ϖ)
[
pi(ϖlj )− pi(ϖk)

]
, ϖ = ϖlj .

(2.18)

Eq. (2.15) results

a(ϖ) = A−1(ϖ)B(ϖ)u. (2.19)

Now, we have [21]

q0(ϖ,ϖ)a0(ϖ) = q0(ϖ,ϖ)(u, q0(ϖ, ·))ϖ =
∑

i∈E(ϖ)

vi(ϖ)u(ϖi) = βT(ϖ)u, (2.20)

in which

β(ϖ) =
[
vl1(ϖ) vl2(ϖ) . . . vlη(ϖ)

(ϖ)
]T

. (2.21)

Putting Eqs. (2.19) and (2.20) into Eq. (2.10) yields

uh(ϖ,ϖ) = βT(ϖ)u+ qT(ϖ,ϖ)A−1(ϖ)B(ϖ)u. (2.22)

Thus, we have [21]

u(ϖ) ≈ uh(ϖ) = uh(ϖ,ϖ)|ϖ=ϖ =
[
βT(ϖ) + qT(ϖ,ϖ)A−1(ϖ)B(ϖ)

]
u, (2.23)

where [21]

ϕi(ϖ) =

 vi(ϖ) +

m∑
j=1

qj(ϖ,ϖ)
[
A−1(ϖ)B(ϖ)

]
jk
, i = Ik ∈ E(ϖ),

0, /∈ E(ϖ),

(2.24)



CMDE Vol. 13, No. 2, 2025, pp. 357-372 361

3. Numerical formulation for predator-prey population dynamic

In the current section, a full-discrete scheme will be obtained for the following mathematical model

∂Φ

∂t
= d1∆Φ+ rΦ

(
1− Φ

k

)
− κ

(
Φ

Φ+ a

)
v,

∂u

∂t
= d2∆u+ I − ru− ϕ

(
u

u+ ℓ

)
v,

∂v

∂t
= d3∆v + εκ

(
Φ

Φ+ a

)
v + bϕ

(
u

u+ ℓ

)
v − ℏv.

(x1, x2) ∈ Ω,

Φ(x1, x2, 0) = Φ0(x1, x2), u(x1, x2, 0) = u0(x1, x2), v(x1, x2, 0) = v0(x1, x2), (x1, x2) ∈ Ω,

Φ(x1, x2, t) = Φ1,0(x1, x2, t), u(x1, x2, t) = u1,0(x1, x2, t), v(x1, x2, t) = v1,0(x1, x2, t), (x1, x2) ∈ ΓD,

∂Φ

∂xi
nj = q0,Φ(x1, x2, t),

∂u

∂xi
nj = q0,u(x1, x2, t),

∂v

∂xi
nj = q0,v(x1, x2, t), (x1, x2) ∈ ΓNu.

(3.1)

In the MLPG approach, a local weak form is needed. Thus, for each node (x1, x2) a sub-domain Ωs
i ⊂ Ω is selected as

integration domain. The local weak form of Eq. (3.1) for every interior point (x1, x2) ∈ Ωs
i is∫

Ωs
i

∂Φ

∂t
ξ1dΩ− d1

∫
Γi

ξ1∇Φ · ndΓ + d1

∫
Ωs

i

∇Φ · ∇ξ1dΩ = r

∫
Ωs

i

Φ

(
1− Φ

k

)
ξ1dΩ+ κ

∫
Ωs

i

(
Φ

Φ+ a

)
vξ1dΩ, (3.2)

∫
Ωs

i

∂u

∂t
ξ2dΩ− d2

∫
Γi

ξ2∇u · ndΓ + d2

∫
Ωs

i

∇u · ∇ξ2dΩ = I

∫
Ωs

i

ξ2dΩ− r

∫
Ωs

i

uξ2dΩ− ϕ

∫
Ωs

i

(
u

u+ ℓ

)
vξ2dΩ, (3.3)

∫
Ωs

i

∂v

∂t
ξ3dΩ− d3

∫
Γi

ξ3∇v · ndΓ + d3

∫
Ωs

i

∇v · ∇ξ3dΩ = εκ

∫
Ωs

i

(
Φ

Φ+ a

)
vξ3dΩ+ bϕ

∫
Ωs

i

(
u

u+ ℓ

)
vξ3dΩ− ℏ

∫
Ωs

i

vξ3dΩ,

(3.4)

whre ξi for i = 1, 2, 3 are test functions. Now, each ∂Ωs
i can be divided to Li ∪ Γi. This point is depicted in Figure

Figure 1. Subdomain for very interior and boundary nodes: Source. Authors work
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1. Also, Γi = Ωs
i ∩ ∂Ω and Li = ∂Ωs

i − Γi. Now, the local weak forms for boundary nodes are∫
Ωs

i

∂Φ

∂t
ξ1dΩ − d1

∫
Γi

ξ1∇Φ · ndΓ− d1

∫
Li

ξ1∇Φ · ndΓ + d1

∫
Ωs

i

∇Φ · ∇ξ1dΩ

= r

∫
Ωs

i

Φ

(
1− Φ

k

)
ξ1dΩ+ κ

∫
Ωs

i

(
Φ

Φ+ a

)
vξ1dΩ, (3.5)

∫
Ωs

i

∂u

∂t
ξ2dΩ − d2

∫
Γi

ξ2∇u · ndΓ− d2

∫
Li

ξ2∇u · ndΓ + d2

∫
Ωs

i

∇u · ∇ξ1dΩ

= I

∫
Ωs

i

ξ2dΩ− r

∫
Ωs

i

uξ2dΩ− ϕ

∫
Ωs

i

(
u

u+ ℓ

)
vξ2dΩ, (3.6)

∫
Ωs

i

∂v

∂t
ξ3dΩ − d3

∫
Γi

ξ3∇v · ndΓ− d3

∫
Li

ξ3∇v · ndΓ + d3

∫
Ωs

i

∇v · ∇ξ3dΩ

= εκ

∫
Ωs

i

(
Φ

Φ+ a

)
vξ3dΩ+ bϕ

∫
Ωs

i

(
u

u+ ℓ

)
vξ3dΩ− ℏ

∫
Ωs

i

vξ3dΩ. (3.7)

The Neumann boundary conditions can be applied in Eqs. (3.5), (3.6), and (3.7), and the direct approach can be
used to impose the Dirichlet boundary conditions. Now, we consider the following weight function

ξ1(x, y) = ξ2(x, y) = ξ3(x, y) =

 1, (x, y) ∈ Ω
s

i ,

0, (x, y) /∈ Ω
s

i ,

then Eqs. (3.2)-(3.4) and (3.5)-(3.7) will be changed as∫
Ωs

i

∂Φ

∂t
dΩ− d1

∫
Γi

∇Φ · ndΓ = r

∫
Ωs

i

Φ

(
1− Φ

k

)
dΩ+ κ

∫
Ωs

i

(
Φ

Φ+ a

)
vdΩ, (3.8)

∫
Ωs

i

∂Φ

∂t
dΩ− d1

∫
Γi

∇Φ · ndΓ− d1

∫
Li

∇Φ · ndΓ = r

∫
Ωs

i

Φ

(
1− Φ

k

)
dΩ+ κ

∫
Ωs

i

(
Φ

Φ+ a

)
vdΩ, (3.9)

∫
Ωs

i

∂u

∂t
dΩ− d2

∫
Γi

∇u · ndΓ + d2

∫
Ωs

i

∇u · ∇dΩ = I

∫
Ωs

i

dΩ− r

∫
Ωs

i

udΩ− ϕ

∫
Ωs

i

(
u

u+ ℓ

)
vdΩ, (3.10)

∫
Ωs

i

∂u

∂t
dΩ− d2

∫
Γi

∇u · ndΓ− d2

∫
Li

∇u · ndΓ = I

∫
Ωs

i

dΩ− r

∫
Ωs

i

udΩ− ϕ

∫
Ωs

i

(
u

u+ ℓ

)
vdΩ, (3.11)

∫
Ωs

i

∂v

∂t
dΩ− d3

∫
Γi

∇v · ndΓ = εκ

∫
Ωs

i

(
Φ

Φ+ a

)
vdΩ+ bϕ

∫
Ωs

i

(
u

u+ ℓ

)
vdΩ− ℏ

∫
Ωs

i

vdΩ,

∫
Ωs

i

∂v

∂t
dΩ− d3

∫
Γi

∇v · ndΓ− d3

∫
Li

∇v · ndΓ = εκ

∫
Ωs

i

(
Φ

Φ+ a

)
vdΩ+ bϕ

∫
Ωs

i

(
u

u+ ℓ

)
vdΩ− ℏ

∫
Ωs

i

vdΩ.

(3.12)

(3.13)
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At the current moment, let τ =
T

N
and tn = kτ for k = 0, 1, 2, . . . , N , Then, we have∫

Ωs
i

ΦndΩ− τd1

∫
Γi

∇Φn · ndΓ =

∫
Ωs

i

Φn−1dΩ+ τr

∫
Ωs

i

Φn

(
1− Φn

k

)
dΩ+ τκ

∫
Ωs

i

(
Φn

Φn + a

)
vndΩ,

∫
Ωs

i

ΦndΩ− τd1

∫
Γi

∇Φ · ndΓ− τd1

∫
Li

∇Φ · ndΓ =

∫
Ωs

i

Φn−1dΩ+ τr

∫
Ωs

i

Φ

(
1− Φ

k

)
dΩ+ τκ

∫
Ωs

i

(
Φ

Φ+ a

)
vdΩ,

∫
Ωs

i

undΩ− d2

∫
Γi

∇un · ndΓ =

∫
Ωs

i

un−1dΩ+ I

∫
Ωs

i

dΩ− r

∫
Ωs

i

undΩ− ϕ

∫
Ωs

i

(
un

un + ℓ

)
vndΩ,

∫
Ωs

i

undΩ− d2

∫
Γi

∇un · ndΓ− d2

∫
Li

∇un · ndΓ =

∫
Ωs

i

un−1dΩ+ I

∫
Ωs

i

dΩ− r

∫
Ωs

i

undΩ− ϕ

∫
Ωs

i

(
un

un + ℓ

)
vndΩ,

∫
Ωs

i

vndΩ− d3

∫
Γi

∇vn · ndΓ =

∫
Ωs

i

vn−1dΩ+ εκ

∫
Ωs

i

(
Φn

Φn + a

)
vndΩ+ bϕ

∫
Ωs

i

(
un

un + ℓ

)
vndΩ− ℏ

∫
Ωs

i

vndΩ,

∫
Ωs

i

vndΩ− d3

∫
Γi

∇vn · ndΓ− d3

∫
Li

∇vn · ndΓ =

∫
Ωs

i

vn−1dΩ+ εκ

∫
Ωs

i

(
Φn

Φn + a

)
vndΩ

+ bϕ

∫
Ωs

i

(
un

un + ℓ

)
vndΩ− ℏ

∫
Ωs

i

vndΩ.

For interior and boundary nodes, let the approximate solution be

Φn(x1, x2) =

M∑
i=1

Φn
i ϕi(x1, x2), (3.14)

un(x1, x2) =

M∑
i=1

un
i ϕi(x1, x2), (3.15)

vn(x1, x2) =

M∑
i=1

vni ϕi(x1, x2), (3.16)

where ϕi is the shape functions of IMLS approximation and Φn
i , u

n
i and vni are unknown coefficients. Substituting

the approximate solutions (3.14), (3.15), and (3.16) into the local weak forms, gives the following nonlinear algebraic
system of equations

F (Φn,un,vn, ) = 0. (3.17)

The Broyden’s method will be used to solve Eq. (3.17).

4. Numerical Strategy

The simulations are presented via MATLAB 2022b software on an Intel Core i7 machine with 64 GB of memory.
Let

EN
Φ,∞ =

∥∥Φe − ΦN
∥∥
∞,

EN
u,∞ =

∥∥ue − uN
∥∥
∞,

EN
v,∞ =

∥∥ve − vN
∥∥
∞,
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Table 1. Errors obtained and the used CPU time(s) for Experiment 1.

N EN
Φ,∞ EN

u,∞ EN
v,∞ CPU time

400 5.6253× 10−3 3.9776× 10−2 3.9579× 10−3 2.2
600 2.7118× 10−3 1.9175× 10−2 1.9080× 10−3 10.3
800 1.3267× 10−3 9.3811× 10−3 9.3346× 10−4 31.5
1000 6.5571× 10−4 4.6366× 10−3 4.6136× 10−4 87.4
1200 3.2593× 10−4 2.3047× 10−3 2.2932× 10−4 187.3
1600 1.6248× 10−4 1.1489× 10−3 1.1432× 10−4 305.1
2000 6.4877× 10−5 4.5875× 10−4 4.5647× 10−5 1869.1

where Φe, ue and ve are there vectors that they contain the numerical solutions at τ = 10−3 and N = 4000 distributed
nodes and ΦN , uN and vN are there vectors including the numerical solution with time step τ . The obtained solution
with τ = 10−3 and N = 4000 distributed nodes using the present methods is named Φe, ue and ve as the reference
solution.

4.1. Experiment 1. For the first problem, we study the following system [16]

∂Φ

∂t
= rΦ

(
1− Φ

k

)
− κ

(
Φ

Φ+ a

)
v,

∂u

∂t
= I − ru− ϕ

(
u

u+ ℓ

)
v,

∂v

∂t
= εκ

(
Φ

Φ+ a

)
v + bϕ

(
u

u+ ℓ

)
v − ℏv,

(4.1)

where

d1 d2 d3 r k ϕ ε b ℏ ℓ a κ I
0.001 0.001 0.001 1 5 5 0.1 0.1 0.1 1 1 0.4 0.3

Numerical outputs and pattern formation of Experiment 1 with the following initial condition

Φ(x, y, 0) = 0.6sech
( x

0.2
+ y

)
rand(N), (4.2)

and v(x, y, 0) = 1 at the different T are reported.
Figure 2 illustrates the pattern formation with N = 4000 scattered nodes in the physical domain, τ = 10−4, initial

condition (4.2) and different final time T for Experiments 1. Since the random initial condition is used for Figure
2, thus, MATLAB command “rand” is applied. From Figure 2 it is obvious that with the use of the random initial
condition, the pattern formation will be steady state. Table 1 reports the errors obtained and the used CPU time(s)
for Experiment 1 based on the reference solution approach.

4.2. Experiment 2. Here, let the following model [16]

∂Φ

∂t
= rΦ

(
1− Φ

k

)
− κ

(
Φ

Φ+ a

)
v,

∂u

∂t
= I − ru− ϕ

(
u

u+ ℓ

)
v,

∂v

∂t
= εκ

(
Φ

Φ+ a

)
v + bϕ

(
u

u+ ℓ

)
v − ℏv,

(4.3)
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T = 0.1. T = 0.2.

T = 0.3. T = 0.4.

T = 0.5. T = 0.6.

Figure 2. Pattern formation of approximate solution for Experiment 1.
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T = 0.1. T = 0.25. T = 0.5.

T = 0.1. T = 0.25. T = 0.6.

Figure 3. Pattern formation of approximate solution for Experiment 2.

with homogeneous Neumann boundary conditions. Numerical outputs and pattern formation of Experiment 1 with
the following data

Φ(x, y, 0) = sin
(
sech

(x
2
+ y2

))
+ 0.5, (4.4)

The used parameters for Figure 3 are as follows

d1 d2 d3 r k ϕ ε b ℏ ℓ a κ I
0.001 0.001 0.001 1 5 5 0.1 0.1 0.1 1 1 0.4 0.3

The pattern formations with N = 6000 collocation points in the computational domain, τ = 10−4, initial condition
(4.4) and different final time T for Experiments 2 are shown in Figure 3. The initial condition (4.4) is a non-smooth
function, however, from Figure 3, the initial condition (4.4) tends to the steady state response. On the hand, for
Figures 4 and 5 the following parameters are considered

d1 d2 d3 r k ϕ ε b ℏ ℓ a κ I
0.1 0.1 0.1 1 5 5 0.001 0.1 0.01 1 1 0.4 0.3

The pattern formations with N = 6000 collocation nodes, τ = 10−4, initial data (4.4) and different final time T for
Experiments 2 are displayed in Figure 4 and 5. Table 2 introduces the errors obtained and the used CPU time(s) for
Experiment 2 based on the reference solution approach.
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T = 0.1. T = 0.2. T = 0.3.

T = 0.4. T = 0.5. T = 0.6.

Figure 4. Pattern formation of approximate solution for Experiment 2.

Table 2. Errors obtained and the used CPU time(s) for Experiment 2.

N EN
Φ,∞ EN

u,∞ EN
v,∞ CPU time

400 2.1512× 10−3 1.5211× 10−2 1.5136× 10−3 2.2

600 6.9998× 10−4 4.9496× 10−3 4.9250× 10−4 10.3

800 5.2334× 10−4 3.7006× 10−3 3.6822× 10−4 31.5

1000 4.1788× 10−4 2.9549× 10−3 2.9402× 10−4 87.4

1200 3.4779× 10−4 2.4593× 10−3 2.4471× 10−4 187.3

1600 2.9784× 10−4 2.1060× 10−3 2.0956× 10−4 305.1

2000 2.6043× 10−4 1.8415× 10−3 1.8324× 10−4 1869.1

4.3. Experiment 3. For the last problem, we investigate the following model [16]

∂Φ

∂t
= rΦ

(
1− Φ

k

)
− κ

(
Φ

Φ+ a

)
v,

∂u

∂t
= I − ru− ϕ

(
u

u+ ℓ

)
v,

∂v

∂t
= εκ

(
Φ

Φ+ a

)
v + bϕ

(
u

u+ ℓ

)
v − ℏv,

(4.5)
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T = 0.1. T = 0.2. T = 0.3.

T = 0.4. T = 0.5. T = 0.6.

Figure 5. Pattern formation of approximate solution for Experiment 2.

where

d1 d2 d3 r k ϕ ε b ℏ ℓ a κ I
0.0001 0.0001 0.0001 1 5 5 0.01 0.01 0.1 1 1 0.4 0.3

In the current example, we used the following initial condition

Φ(x, y, 0) = ones(N) + sech

(
x2

0.02
− 9 +

2y

0.01

)
. (4.6)

The surface of the pattern formations with N = 6000 collocation points in the computational domain, τ = 10−4,
initial condition (4.6) and different final time T for Experiments 3 are depicted in Figure 6. On the other hand, the
contour of the pattern formations with N = 6000 collocation points in the computational domain, τ = 10−4, initial
condition (4.6) and different final time T for Experiments 3 are demonstrated in Figure 7. Table 2 proposes the errors
obtained and the used CPU time(s) for Experiment 2 based on the reference solution approach.

5. Conclusion

The application of the predator-prey system can be found in mathematical biology. Since this model does not have
any exact solution, then the numerical solution will be important. In this study, a meshless local Petrov-Galerkin
(MLPG) the method is utilized. Here, the test and trial sets contain the shape functions of IMLS approximation.
These shape functions have the δ-Kronecker property. According to this advantage, the Dirichlet boundary conditions
can be applied, directly. The spatial direction is approximated by the MLPG approach. Furthermore, the temporal
direction is discretized by a finite difference formula which produces a nonlinear algebraic system of equations. The
constructed equation is solved by Broyden’s method.
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T = 0.1. T = 0.25.

T = 0.5. T = 0.6.

Figure 6. Pattern formation of approximate solution for Experiment 3.
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T = 0.1. T = 0.25.

T = 0.5. T = 0.6.

Figure 7. Pattern formation of approximate solution for Experiment 3.
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