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Abstract
Our primary goal is to address the q-deformed wave equation, which serves as a mathematical framework for

characterizing physical systems with symmetries that have been violated. By incorporating a q-deformation
parameter, this equation expands upon the traditional wave equation, introducing non-commutativity and non-

linearity to the dynamics of the system. In our investigation, we explore three distinct approaches for solving the
generalized q-deformed wave equation: the reduced q-differential transform method (RqDTM) [17], the separation

method (SM), and the variational iteration method (VIM). The RqDTM is a modified version of the differential

transform method specially designed to handle q-deformed equations. The SM aims to identify solutions that
can be expressed as separable variables, while the VIM employs an iterative scheme to refine the solution. We

conduct a comparative analysis of the accuracy and efficiency of the solutions obtained through these methods and

present numerical results. This comparative analysis enables us to evaluate the strengths and weaknesses of each
approach in effectively solving the q-deformed wave equation, providing valuable insights into their applicability and

performance. Additionally, this paper introduces a generalization of the q-deformed wave equation, as previously

proposed in [13], and investigates its solution using two different analytical methods: RqDTM, SM, and an
approximation method known as VIM.

Keywords. q-calculus, q-deformed equation, RqDTM, Separation method, VIM.
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1. Introduction

The propagation of various waves including sound and water waves is described by the wave equation. It occurs in
a variety of disciplines such as electromagnetics and fluid dynamics. D’Alembert is credited with the discovery of the
one-dimensional wave equation in 1747 [3] and he provided the string’s motion model equation in one dimension in
1743 [4]. The wave equation of three-dimensional is discovered by Euler 10 years later [5]. The wave equation was a
useful description that encompasses a broad spectrum of events that generally is used to simulate modest oscillations
about the equilibrium which is the system will frequently be adequately approximately using the Hooke principle.
The wave equation has various applications, not just in fluid dynamics, but also in electromagnetic fields, optics,
gravitational physics, heat transfer, etc. The standard form of wave equation takes this form:

∂2ξ

∂T2
= c2

∂2ξ

∂X 2
, (1.1)

where c denotes the constant speed of wave propagation and ξ represents the displacement of the wave as a function
of both time T and space X , the partial derivatives with respect to T and X describe how the displacement changes
with time and with the spatial coordinates respectively.

Fractional calculus has long been regarded as a branch of pure mathematics with no practical applications since its
formulation is predicated on the idea of a non-integer order that can be integral or derivative. However, in recent years,
the function of fractional calculus has evolved and we find applications of this branch in many fields such as nanofluid
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flow [6–8], quantum mechanics, [9] and electrical engineering [10]. The q-derivative, known as the Jackson derivative,
is a q-analogue for the ordinary derivative that was first presented with Jackson in the fields of combinatorics and
quantum calculus [11].

The q-calculus had over the past twenty years and q-calculus has evolved in the specializations subject and acted
as a link between physics and mathematics. Physicists make up the bulk of users of the q-calculus worldwide. The
discipline has rapidly grown as a result of applications of fundamental hypergeometric series to a variety of topics
including quantum theory [12], number theory [2], and mechanical statistics [14]. Numerous findings from research by
the theory for operators for q-calculus in the last years have been used in a variety of fields, including the geometric
function theory of complex analysis [15], problems in ordinary fractional calculus [16], optimal control [1], solutions of
the q-difference equations [18], q-integral equations [19] and q-transform analysis [20].

The fractional q-calculus can be defined as a q-protraction for basic fractional calculus and it has several applications
in the mathematical sciences such as time scale [21, 22] etc.

From this standpoint, some researchers began to develop the wave equation and put it as q-deformed equation in
this form [13]:

∂2ξ(T,X )

∂T2
= c2D2

q,X ξ(T,X ). (1.2)

The q-deformed wave equation (1.2) is an equation involving q- deformation which is a type of mathematical calculus
that extends the ordinary calculus by introducing a parameter q, where it is a deformation parameter which is used
for a generalization of various mathematical concepts. The author in [13] has solved (1.2) using (SM).

In this paper, we proposed more generalization of (1.2) in this form:

D2
q,Tξ(T,X ) = c2D2

q,X ξ(T,X ), where q ∈ (0, 1), (1.3)

where ξ(T,X ) represents the displacement of the wave as a function of both time T and spatial coordinates X and
c is the wave speed, representing how fast the wave propagates through space, and it is a constant in the equation
depends on the properties of the medium through which the wave is traveling, and D2

q,X is the second q-derivative

with respect to X and D2
q,T is the second q-derivative with respect to T. We solve (1.3) by two analytical methods,

(SM) [13] and (RqDTM) respectively. Also, we solved it with an approximation method (VIM) [28].
This paper is organized as follows: In section 2, we present fundamental notations in the q-calculus language. In

section 3, we introduce the analytical solution for (1.3) by using the (RqDTM). In section 4, we explain the analytical
solution for (1.3) by using (SM). In section 5, we compute the approximation solution for (1.3) by using (VIM). In
section 6, we present the numerical results for (1.3). In section 7, we provide graphical illustrations.

2. Preliminaries

We review several fundamental notations in the q-calculus language [23, 24, 27]. The natural number m has the
following properties q-deformation for q ∈ (0, 1):

[m]q = 1 + q + q2 + ... + qm−1, with [0]q = 0.

We occasionally write [∞]q for the upper bound of these numbers: 1
(1−q) . That is easily obtained

[m]q =
1− qm

1− q
, q ∈ (0, 1).

For m ∈ N, this definition applies to any real number ς. In this example, we refer to [ς]q as a q-real number. The
q-binomial coefficients and the q-factorials naturally are defined to be

[m]q! = [1]q.[2]q...[m]q, with [0]q = 1.

At q ∈ (0, 1) and the analytical function g : C→ C specifies operators H and Dq as seen below [24, 25].

(Hg)(X ) = X g(X ),



CMDE Vol. *, No. *, *, pp. 1-16 3

(Dqg)(X ) =

{
g(X )−g(qX )

(1−q)X X 6= 0

g′(0) X = 0, q = 1

Dq,X1 and Dq,X2 are provided by these relations:

Dq,X1f (X1,X2) = (Dqf (.,X2)) (X1),

Dq,X2f (X1,X2) = (Dqf (X1, .)) (X2).

The following are the attributes of the operator Dq:
(1) lim

q→1
(Dqρ) (X ) = ρ′(X ),

(2) Dq(X γ) = [γ]qX γ−1,
(3) Dq(f (X )g(X )) = (Dqf )(X )g(X ) + f (qX )(Dqg)(X ),

(4) Dq(
f (X )
g(X ) ) =

(Dqf)(X )g(X )−f(X )(Dqg)(X )
g(X )g(qX ) ,

(5) Dqf (X ) =
∑∞
r=0

(q−1)r
(r+1)!X

r dr+1

dxr+1 f(X ),

(6) Dz
q f(X ) = X−zq−z(z−1)/2

(q−1)z
∑z
Ϙ=0

{
z
Ϙ

}
q

(−1)ϘqϘ(Ϙ−1)/2f(qz−ϘX ).

It is widely recognized that the operators Dq and H are satisfying the following equation: [25]

DqH − qHDq = 1.

The q-analogs for the traditional exponential function eχ are denoted by

eq(X ) =

∞∑
ι=0

X ι

[ι]q!
.

As we can see,

eq(X ) =
1

(1− (1− q)X )∞q
,

where

(1− y)∞q =

∞∏
τ=0

(1− qτy).

The following property is shared by q-exponential functions:

Dqeq(X ) = eq(X ).

The q-integration by parts is valid:∫ b

a

g(qX )DXq f(X )dqX = f(X )g(X )|ba −
∫ b

a

f(X )DXq g(X )dqX . (2.1)

Remark 2.1. For q ∈ (0, 1), the continuation of the series eq(X ) has a convergence radius 1
1−q .

3. Analytical solution of (1.3) by using (RqDTM)

In this section, the (RqDTM) is applied to find the solution of (1.3).
Firstly we explain the (RqDTM) as below:
Step(1):
In this step, we have some concepts for the partial q-derivative, such as:
The partial q-derivative of a continuous function of many real variables g(X1,X2, ...,Xn) with respect to a variable

Xi is defined by;

Dq,Xjg(X ) =
(εq,jg)(X )− g(X )

(q − 1)Xj
,Xj 6= 0, q ∈ (0, 1). (3.1)
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[Dq,Xjg(X )]Xj=0 = lim
Xj→0

Dq,Xjg(X ), (3.2)

where X = (X1,X2, ...,Xn) and, (εq,jg)(X ) = g(X1,X2, ..., qXj , ...,Xn).

Following that, we acquire the identity Dk
q,X ≡

∂k
q

∂qXk for the kthorder q-derivative with respect to X k.

The (RqDTM) given that all q-differentials of ξ(X ,T) occur in some vicinity of T = a, then allow

Ξk(X ) =
1

[k]q!

[
∂kq
∂qTk

ξ(X ,T)

]
T=a

, (3.3)

where T is the dimensionality of the spectrum function Ξk(X ) is the function that has been modified. As a result,
the lowercase ξ(X ,T) denotes the original function, whereas uppercase Ξk(X ) represents the converted function. The
following is an essential definition.

Definition 3.1. The inverse transform of q-differential for Ξk(X ) is characterized by;

ξ(X ,T) =

∞∑
k=0

Ξk(X )(T− a)(k). (3.4)

Substituting Equations (3.3) in (3.4) we achieve

ξ(X ,T) =

∞∑
k=0

1

[k]q!

[
∂kq
∂qTk

ξ(X ,T)

]
T=a

(T− a)(k). (3.5)

In the following theorems, we establish a = 0 so that (T− a)(k) = (T− 0)(k) = Tk.
We may deduce the following truth from the linearity of the q-derivative, provided γ(X ,T) = αu(X ,T) ± j (X ,T)

then Γk(X ) = αUk(X )± Jk(X ), α being a constant.
Step(2):
In this step, we will present some important theorems for the (RqDTM) that we use for solving (1.3):

Theorem 3.2. Given γ(X ,T) =
∂q
∂qX ξ(X ,T) then Γk(X ) =

∂q
∂qX Ξk(X ).

Proof. See [25]. �

Theorem 3.3. Given γ(X ,T) =
∂r
q

∂qTr ξ(X ,T) then

Γk(X ) = [k + 1]q[k + 2]q...[k + r ]qΞk+r (X ). (3.6)

Proof. See [25]. �

The following lemma will be utilized to establish the next theorem [22]:

Lemma 3.4.

g(X ,Tqj ) =

j∑
i=0

(−1)i(1− q)i
{

j
i

}
q

qi(i−1)/2X iDi
q,Tg(X ,T).

Theorem 3.5. If γ(X ,T) = ξ(X ,T)φ(X ,T) then Γk(X ) =
∑k

n=0 Ξn(X )Φk−n(X ).
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Proof.

Γk(X ) =
1

[k]q!

∂kq
∂qTk

γ(X ,T) =
1

[k]q!

[
Dk
q,Tξ(X ,T)φ(X ,T)

]
=

1

[k]q!

k∑
n=0

{
k
n

}
q

Dn
q,Tξ(X ,Tqk−n)Dk−n

q,T φ(X ,T)

=

k∑
n=0

1

[k]q!
.

[k]q!

[n]q![k − n]q!

[∑k−n
i=0 (−1)i(1− q)i

{
k − n

i

}
q

qi(i−1)/2X iDn+i
q,T ξ(X ,T).Dk−n

q,T φ(X ,T)

]

=

k∑
n=0

1

[n]q![k − n]q!
Dn
q,Tξ(X ,T)Dk−n

q,T φ(X ,T)

=

k∑
n=0

1

[n]q!
Dn
q,Tξ(X ,T).

1

[k − n]q!
Dk−n
q,T φ(X ,T) =

k∑
n=0

Ξn(X )Φk−n(X ).

�

Step(3):
We apply the above theorems to find the (RqDTM) for the partial q-differential equations for solving (1.3).
Now, we apply the above steps to (1.3).
Since,

Dk
q,X ≡

∂kq
∂qX k

& Dk
q,T ≡

∂kq
∂qTk

. (3.7)

Substituting by (3.7) in (1.3) we get,

∂2q
∂qT2

ξ(T,X ) = c2
∂2q
∂qX 2

ξ(T,X ). (3.8)

Taking (RqDTM) for the partial q-differential Equation (3.8), then we get:

[k + 1]q[k + 2]qΞk+2(X ) = c2
∂2q
∂qX 2

Ξk(X ), (3.9)

where k=0,1,2,... and taking the initial conditions to become;

Ξ0(X ) = eq

(√
MX

)
&Ξ1(X ) =

√
c2M

(
eq

(√
MX

))
. (3.10)

Set k=0 in (3.9) then we get;

[1]q[2]qΞ2(X ) = c2
∂2q
∂qX 2

eq

(√
MX

)
.

Hence;

Ξ2(X ) =

(
c2M

) (
eq

(√
MX

))
q + 1

, (3.11)

and since, we have:

ξ(T,X ) =

( ∞∑
k=0

Ξk(X )Tk

)
. (3.12)
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Substituting by (3.10) and (3.11) in (3.12), then we get :

ξ(T,X ) = eq

(√
MX

)
+ T
√
c2M

(
eq

(√
MX

))
+

T2
(
c2M

) (
eq

(√
MX

))
q + 1

+ ... . (3.13)

4. Analytical solution of (1.3) by using (SM)

To find the solution of (1.3) using (SM) we need to apply the following steps of (1.3).
Step(1):
In this step, we suppose that the solution of (1.3) can be expressed as a multiple of two functions say G(T) and

H(X ), then we obtain two partial q-differential equations.
Step(2): Now let us apply the above step:
Assume that:

ξ(T,X ) = G(T)H(X ).

Substituting in (1.3) we get

H(X )D2
q,TG(T) = c2G(T)D2

q,XH(X ).

That is the same as saying,

D2
q,TG(T)

c2G(T)
=
D2
q,XH(X )

H(X )
= M,

where M is constant. Then we have,

D2
q,XH(X ) = MH(X )&D2

q,TG(T) = c2MG(T).

Hence, while 0 < q < 1, we can write

Dq,X ξ(T,X ) =
ξ(T,X )− ξ(T, qX )

(1− q)X
= Λ(T,X ), (4.1)

and

D2
q,X ξ(T,X ) = Dq,XΛ(T, χ) =

Λ(T,X )− Λ(T, qX )

(1− q)X
. (4.2)

Using equation (4.2) we can obtain

qH(X )− (1 + q)H(qX ) +H(q2X )

X 2(1− q)2q
= MH(X ),

qH(X )−H(qX )(1 + q) +H(q2X ) = qX 2(1− q)2MH(X ).

The above equation gives(
1− (1− q)2X 2M

)
qH(X ) = H(qX )(1 + q)−H(q2X ). (4.3)

As a result, we have

q

(
1− q2X 2(1− q)2M

)
H(qX ) = (1 + q)H(q2χ)−H(q3X ),

...

q

(
1− q2nX 2(1− q)2M

)
H(qnX ) = (1 + q)H(qn+1X )−H(qn+2X ),

q

(
1− q2n+2X 2(1− q)2M

)
H(qn+1X ) = (1 + q)H(qn+2X )−H(qn+3X ).
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Then, we deduce that

q(1− αX )H(X ) + qH(qX )− q3αXH(qX )...+ qH(qnX )− q2n+1αXH(qnX ) + qH(qn+1X )

− q2n+3αXH(qn+1X ) = H(qX ) + qH(qX )−H(q2X ) +H(q2X ) + qH(q2X )

−H(q3X )...+H(qn+1X ) + qH(qn+1X )−H(qn+2X )

+H(qn+2X ) + qH(qn+2X )−H(qn+3X ).

Implies that

(1− αX )H(X )q − (q3H(qX ))αX + ...+H(qn+1X )q2n+3 = H(qX ) + qH(qn+2X )−H(qn+3X ), (4.4)

where

αX = X 2(1− q)2M.

Now, letting H(X ) given by

H(X ) =

∞∑
i=0

biX i.

Then, we get

αX

(
q3
∑∞
i=0 biq

iX i + ...+ q2n+3
∑∞
i=0 biq

(n+1)iX i
)

= q3(1− q)2M
(∑∞

i=0(1 + qi + ...+ q(i+2)n)biq
iX i+2

)
= q3(1− q)2M

∞∑
i=0

biq
i

(
1−(q2+i)n+1

1−q2+i

)
X i+2 = β,

when n→∞, the last term provides

β = q3(1− q)2M
∞∑
i=0

bi−2
qi

1− qi
X i. (4.5)

Then, Equation (4.4) and Equation (4.5) yield(
1− (1− q)2MX 2

)
q

∞∑
i=0

biX i − β =

(∑∞
i=0 biq

iX i
)

+ b0(q − 1).

Therefore, we get(∑∞
i=0 qbiX i

)
− qM(1− q)2

∞∑
i=0

biX i+2 − β =

(∑∞
i=0 biq

iX i
)

+ (q − 1)b0,

which results

qb0 + qb1X +

(∑∞
i=0 qbiX i

)
− q(1− q)2M

(∑∞
i=0 bi−2X i

)
− β =

b0 + qb1X +

(∑∞
i=0 q

ibiX i
)

+ (q − 1)b0.

This means that

qbi − q(1− q)2Mbi−2 − q(1− q)2M
qi

1− qi
bi−2 = biq

i.

Hence, we obtain

q(1− qi−1)bi = q(1− q)2bi−2M
(

1 + qi

1−qi

)
.
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From the above equation we deduced that,

biq[i− 1]q = M

(
1−qi+qi
1−qi

)
bi−2q(1− q).

This implies that

[i− 1]qbi = M
(1− q)
1− qi

bi−2.

Which results in

[i− 1]qbi = M
1

[i]q
bi−2.

As a result, we receive

bi =
M

[i]q[i− 1]q
bi−2, i ≥ 2. (4.6)

If M > 0, then

bi =
(
√
M)i

[i]q!
.

Therefore, we obtain

bi+2 =
(
√
M)i+2

[i+ 2]q!
=

(
√
M)i

[i]q!
.

(
√
M)2

[i+ 2]q[i+ 1]q
= bi

M

[i+ 2]q[i+ 1]q
.

This confirms Equation (4.6) then, we have

H(X ) =

∞∑
i=0

biX i =

∞∑
i=0

(
√
MX )i

[i]q!
= eq(X

√
M),

when M < 0, we consider

bi =
(j
√
−M)i

[i]q!
, j =

√
−1.

As a result, we get

bi+2 =
(j)i+2(

√
−M)i+2

[i+ 2]q!
=

(j
√
−M)i

[i]q!
.
j2(
√
−M)2

[i+ 2]q[i+ 1]q
= bi

M

[i+ 2]q[i+ 1]q
.

This confirms Equation (4.6) then, we get

H(X ) =

∞∑
i=0

biX i = eq

(
jX
√
−M

)
.

Similarly, we get:

G(T) = eq

(
T
√
c2M

)
,

where M > 0,

G(T) = eq

(
jT
√
c2(−M)

)
,

where M < 0.
Hence,

ξ(T,X ) =
(
eq

(√
MX

))(
eq

(
T
√
c2M

))
. (4.7)
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Where M > 0,

ξ(T,X ) =

(
eq

(
jT
√
c2(−M)

))(
eq

(
j
√
−MX

))
.

Where M < 0.
But from the definition of q-analogue of the classical exponential function, then Equation (4.7) can be expressed

as:

ξ(T, χ) = eq

(√
MX

)
+ T
√
c2M

(
eq

(√
MX

))
+

T2
(
c2M

) (
eq

(√
MX

))
q + 1

+ ... . (4.8)

Then, we deduced that Equation (4.8) and Equation (3.13) is the same, that mean the analytical solution by (RqDTM)
that is given in Equation (3.13) is equivalent to the solution by (SM) which is given in (4.7).

5. Approximation solution for (1.3) by using (VIM)

The relation of (VIM) can be writen as: [28]

ξn+1(X ,T) = ξn(X ,T) +

∫ T

0

λ(T, qτ)

[
∂2q
∂qτ2

ξn(X , τ)−
∂2q
∂qχ2

ξn(X , τ)

]
dqτ. (5.1)

Taking the variational derivative δ for the Equation (5.1), we have

δξn+1(X ,T) = δξn(X ,T) + δ

∫ T

0

λ(T, qτ)
∂2q ξn(X , τ)

∂qτ2
dqτ, (5.2)

but we have from q-integration by parts (2.1),

δξn+1(X ,T) =

(
1 + λ(T, τ)

)
δξn(X ,T)−

∫ T

0

δξn(X , τ)
∂2qλ(T, τ)

∂qτ2
dqτ. (5.3)

The fixed part of the functional (5.3) , i.e.

(
δξn+1(X ,T) = 0

)
, the Lagrange multiplier is subject to certain conditions,

including{
1 + λ(T, τ) = 0
∂2
qλ(T,τ)

∂qτ2 = 0.
(5.4)

From (5.4) the Lagrange multiplier can be calculated as λ(T, τ) = 1, and substituting by this equation in (5.1), we
get the variational iteration form which can be expressed as ξn+1(X ,T) = ξn(X ,T)−

∫ T

0

[
∂2
q

∂qτ2 ξn(X , τ)− ∂2
q

∂qX 2 ξn(X , τ)

]
dqτ

ξ0(X ,T) = eq(
√
MX ).

(5.5)

By applying iterations, we obtain the following approximations:

ξ0(X ,T) = eq(
√
MX ),

ξ1(X ,T) = eq(
√
MX ) +

Meq(
√
MX )T

[1]q!
,

ξ2(X ,T) = eq(
√
MX ) +

Meq(
√
MX )T

[1]q!
+
M2eq(

√
MX )T2

[2]q!
, ....
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ξn(X ,T) =

[
1 +

MT

[1]q!
+
M2T2

[2]q!
+
M3T3

[3]q!
+ ....

]
eq(
√
MX )

=

( n∑
i=0

(MT)i

[i]q!

)(
eq(
√
MX )

)
.

(5.6)

Equation (5.6) represents the approximation solution of (1.3).

6. Numerical results

In this section, we are dedicated to showcasing the numerical outcomes for Equation (1.3) through the solutions
obtained in equation (5.6) and Equation (4.7). Notably, we employed different values for the parameters X , q, and t
to explore the impact of varying these parameters on the results.

The obtained numerical results, which provide valuable insights into the problem at hand, are presented in a tabular
format called Table 1 and visually represented through Figure 1 at different values for X and M = 0.1, c = 1,T =
0.01, q = 0.0001,X ∈ [0, 1]. In addition, Figure 2 presents the absolute error in this case. Furthermore, if we change
the domain to X ∈ [−10, 10] we get a waveform that appears in Figure 3. These representations help to provide a
clear and comprehensive overview of the data.

Table 1. A comparison between the numerical results and the analytical solution at M = 0.1, c =
1,T = 0.01, q = 0.0001,X ∈ [0, 1].

X Numerical solutions (VIM) Analytical solutions
(RqDTM & SM)

Abs. error

0.1 1.03369 1.03593 2.2422 E-3
0.2 1.06858 1.07090 2.3179 E-3
0.3 1.10592 1.10832 2.3988 E-3
0.4 1.14595 1.14844 2.4857 E-3
0.5 1.18899 1.19157 2.5790 E-3
0.6 1.23540 1.23808 2.6797 E-3
0.7 1.28557 1.28836 2.2788 E-3
0.8 1.33998 1.34289 2.9066 E-3
0.9 1.39921 1.40225 3.0350 E-3

& &
& &

& &
& &

& &
& &

& &
& &

& &
& &

&
&
&
&
&
&
&
&
&
&
&

0.0 0.2 0.4 0.6 0.8 1.0

1.0

1.1

1.2

1.3

1.4

χ

ξ(
χ,

)

Numerical

& Analytical

Figure 1. The graph shows the relation between the numerical and analytical solutions for (1.3) at
M = 0.1, c = 1,T = 0.01, q = 0.0001,X ∈ [0, 1].
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0.0024
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χ

Ab
so
lu
te
er
ro
r

Figure 2. The absolute error between the analytical (4.7) and numerical (5.6) solutions at M =
0.1, c = 1,T = 0.01, q = 0.0001,X ∈ [0, 1]
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)

Numerical

▲ Analytical

Figure 3. The graph shows the comparison between the numerical and analytical solutions for (1.3)
at M = 0.1, c = 1,T = 0.0001, q = 0.0001,X ∈ [−10, 10].

From the above results, we investigate that the analytical methods and the approximate method give related results,
and the maximum error between them is 3.0350× 10−3.

Furthermore, we continued the analysis by presenting additional results in Table 2 at different values for q and
M = 0.1, c = 1,T = 0.01,X = 0.3, q ∈ [0, 1]. In addition, Figure 4 presents the solutions at at different values for q. If
we change the domain to X ∈ [−10, 10], we get a waveform that appears in Figure 5.
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Table 2. A comparison between the numerical results and the analytical solution at M = 0.1, c =
1,T = 0.01,X = 0.3, q ∈ [0, 1].

q Numerical solutions
(VIM)

Analytical solutions
(RqDTM & SM)

Abs. error

0.1 1.10492 1.10732 2.3958 E-3
0.2 1.10409 1.10649 2.3932 E-3
0.3 1.10340 1.10579 2.3911 E-3
0.4 1.10281 1.10520 2.3893 E-3
0.5 1.10231 1.10470 2.3877 E-3
0.6 1.10188 1.10427 2.3863 E-3
0.7 1.10150 1.10389 2.3852 E-3
0.8 1.10117 1.10355 2.3841 E-3
0.9 1.10088 1.10326 2.3832 E-3

0.0 0.2 0.4 0.6 0.8 1.0

1.0

1.1

1.2

1.3

1.4

χ

ξ(
χ,

)

q=0.7

q=0.5

q=0.3

Figure 4. The graph shows the effect of q on the numerical solution for Equation (5.6) at M =
0.1, c = 1,T = 0.01,X ∈ [0, 1].
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q=0.07

q=0.03

q=0.01

Figure 5. The graph shows the effect of q on the numerical solution for Equation (5.6) at M =
0.1, c = 1,T = 0.0001,X ∈ [−10, 10].
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From the above results, we investigate that the changing of parameter q not effect by big form on results, and the
maximum error between them is 2.3958× 10−3.

Finally, we proceeded to present the remaining set of results in Table 3 at different values for T and M = 0.1, c =
1, q = 0.0001,X = 0.3,T ∈ [0, 1]. In addition, Figure 6 presents the solutions at at different values for T. If we change
the domain to X ∈ [−10, 10], we get a waveform that appears in Figure 7.

Table 3. A comparison between the numerical results and the analytical solution at M = 0.1, c =
1, q = 0.0001,X = 0.3,T ∈ [0, 1].

T Numerical solutions Analytical solu-
tions

Abs.error

0.01 1.10592 1.10832 2.3988 E-3
0.02 1.10702 1.11184 4.8178 E-3
0.03 1.10813 1.11539 7.2571 E-3
0.04 1.10925 1.11896 9.7169 E-3
0.05 1.11036 1.12256 1.2197 E-2
0.06 1.11148 1.12618 1.4698 E-2
0.07 1.11260 1.12982 1.7221 E-2
0.1 1.11597 1.14089 2.4918 E-2
0.3 1.13898 1.22061 8.1626 E-2
0.5 1.16296 1.31230 1.4934 E-1
0.7 1.18797 1.41889 2.3092 E-1
0.9 1.21408 1.54432 3.3024 E-1

0.0 0.2 0.4 0.6 0.8 1.0

1.0

1.1

1.2

1.3

1.4

1.5

χ

ξ(
χ,

)

=0.5

=0.3

=0.01

Figure 6. The graph shows the effect of changing T on the numerical solution for Equation (5.6) at
M = 0.1, c = 1, q = 0.0001,X ∈ [0, 1]
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Figure 7. The graph shows the effect of changing T on the numerical solution for Equation (5.6) at
M = 0.1, c = 1, q = 0.0001,X ∈ [−10, 10]

From the above results, we investigate the effect of changing parameter T by big form on results, and the maximum
error is 3.3024× 10−1. Concluding the section with a thorough exploration of the numerical outcomes obtained under
various parameter configurations. By presenting these results in both tabular and graphical formats, we aim to enhance
the readers’ understanding and facilitate the interpretation of the findings.

7. Discussion

The discussion of our paper revolves around the investigation of three distinct approaches for solving the generalized
q-deformed wave equation: the reduced q-differential transform method (RqDTM), the separation method (SM),
and the variational iteration method (VIM). These methods were chosen due to their relevance and potential for
providing solutions to the q-deformed wave equation, which serves as a mathematical framework for describing physical
systems with violated symmetries. By incorporating a q-deformation parameter, the q-deformed wave equation extends
the conventional wave equation, introducing non-commutativity and non-linearity into the system dynamics. This
expansion allows us to capture and model physical systems that exhibit these characteristics. The RqDTM, specifically
designed for q-deformed equations, provides a modified version of the differential transform method tailored to handle
the complexities of the q-deformed wave equation. On the other hand, the SM seeks solutions expressed in separable
variables, while the VIM utilizes an iterative scheme to refine the solution. In our comparative analysis, we evaluate
the accuracy and efficiency of the solutions obtained through these three methods. By presenting numerical results,
we provide a quantitative assessment of their performance. This assessment enables us to identify the strengths
and weaknesses of each approach in effectively solving the q-deformed wave equation. We gain valuable insights
into the applicability and performance of the RqDTM, SM, and VIM in addressing the challenges posed by the q-
deformation parameter. Our study contributes to the understanding of the q-deformed wave equation by exploring and
comparing three different approaches: RqDTM, SM, and VIM. The comparative analysis sheds light on the strengths
and weaknesses of each method in terms of accuracy and efficiency. Additionally, the investigation of a generalized
q-deformed wave equation expands the scope of our study, further enriching our understanding of the problem and
the methods used to solve it.

8. Conclusion

This research has made significant contributions to the study of the q-deformed wave equation and its solutions
by employing various mathematical methods. Firstly, we introduced the reduced q-differential transform method
(RqDTM) as an analytical approach to solving Equation (1.3). By applying this method, we derived an explicit
expression that accurately describes the behavior of the q-deformed wave equation. The RqDTM demonstrated its
effectiveness as a powerful tool for obtaining analytical solutions within the q-calculus framework. Additionally, we
explored the separation method (SM) as another analytical approach to solving Equation (1.3). By employing the
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SM, we obtained an analytical solution that represented the q-deformed wave equation in terms of separable variables.
This technique allowed us to simplify the problem and obtain a more manageable solution. Furthermore, we presented
the variational iteration method (VIM) as an approximation technique for solving Equation (1.3). The iterative nature
of VIM enabled us to progressively refine the initial guess, providing an approximate solution to the q-deformed wave
equation. The effectiveness of VIM was demonstrated by its ability to closely approximate the exact solution. To
validate the solutions obtained through these methods, we conducted numerical simulations of Equation (1.3). These
simulations involved solving the equation for various parameter values and assessing the accuracy of the solutions. A
comprehensive comparison between the analytical and numerical solutions was performed, highlighting the agreement
and discrepancies between the two approaches. To enhance the understanding of the solutions and their implications,
visual illustrations were provided. These graphical representations of the solutions offered insights into the behavior
and characteristics of the q-deformed wave equation under different parameter values. The visual aids served as
additional support for our findings and conclusions.
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