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Abstract , “\

Differential equations are used to represent different scientific problems are handled efficiently by integral transfor-
mations, where integral transforms represent an easy and effective tool for solving many problems in the mentioned
fields. This work utilizes the integral transform of the Complex SEE integral transformation to provide an efficient
solution method for the difference and differential-difference equations by benefiting from the properties of this
complex transform to solve some problems related to difference and differential-difference equations. The 3D,
contour and 2D surfaces, as well as the related density plot surfaces of some acquired data, are used to draw
the physical aspect of the obtained findings. The proposed approach offers an efficient and rapid solution for
addressing the inherent complexity of differential-difference problems with initial conditions.
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1. INTRODUCTION

Difference equations are very much analogous to differential equations. Difference equations are more elementary,
but differential equations are more familiar. Differential equations are a standard part of the curriculum for science
and engineering students, but difference equations are not. And not without reason: differential equations are a
prerequisite for future courses but difference equations are not. But if a curriculum were to include difference equations
and differential equations, it might make sense to teach the former first because the topic is more tangible. Difference
equations play a key role in the mathematical modeling of a wide range of real-world events in neural variability,
bioscience and control theory, in determining the anticipated time for random synaptic action potential production in
nerve cells, studying on the human pupil light reflex, mathematical biology, diverse physiological process models, and
disease controllability [6, 11, 12].

The study of differential-difference equations has grown rapidly over the past few decades. It is not just a theoretical
interest that propels the study of this type of problems, but also the fact that many real-world physical phenomena
appear in various fields can be modeled by them. Such as optimal bridge designing, control theory, the process of
heat conduction, the chemical diffusion process, underground water flow, the fluid flow in the porous medium and
thermal explosion. Studies reveal that, in some cases, differential-difference equations are often the most scientifically
the rational choice for mathematical modeling of diverse biological and physical processes.

In the last few decades, numerous researchers have investigated (analytically and numerically) the differential
equations for difference equations and differential-difference equations. Differential-difference equations reducible to
difference and g-difference equations was studied by Romanenko [30]. Ahmed et al. presented a wavelet collocation
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method for efficiently solving singularly perturbed differential-difference equations and one-parameter singularly per-
turbed differential equations taking into account the singular perturbations inherent in control systems [2]. Gegen
and Hu [3] proposed three complex differential-difference equations related to the integrable differential-difference
equations. A non-asymptotic solution was established for the differential-difference equation governing the time evo-
lution of a birth-death process [28]. The rational integrable differential-difference equations were proposed from a
different discrete spectral problem by Zhao and Amin and they proved the Liouville integrability of rational integrable
differential-difference equations by deriving its bi-Hamiltonian structures [31]. A geometrical index for the group S™
and its applications in periodic solutions of differential and differential-difference equations was studied in [10].

The developed exact analytical solutions to the steady state thermal analysis of the extended surfaces are not
explicitly expressed. Alternatively, most of the nonlinear models have been solved numerically. However, the recent
developments in nonlinear analysis have used various approximate analytical method for symbolic solutions of nonlinear
equations. The developments of symbolic solutions to the problems often lead to the applications of series solution
techniques. Unfortunately, these techniques require high mathematical skills, and the eventual solutions give the
series of solutions with huge expressions and a large number of terms which are not appealing to learners and readers.
Also, applying such series of solution techniques to transient nonlinear problems make the series solutions so huge for
convenient especially, for practical applications. Moreover, such analysis comes with complex mathematical analysis
involving high computational cost and time.

However, the solutions of the numerical methods are numeric in nature and the methods have inherent high
computational cost and time. Therefore, the need and the obvious advantages of developing highly accurate symbolic
analytical solutions to the nonlinear problems cannot be overemphasized. In addition, the obvious advantages of
generating exact analytical solutions to the nonlinear problems are important. There have been few attempts where
exact analytical solutions were developed for the nonlinear models, but the developed solutions are implicit in nature
which add to the computational efforts, time and costs. Consequently, over the years, recourse has been made
to approximate analytical, semi-analytical, semi-numerical, and numerical methods for the thermal analysis of the
passive devices as shown in the reviewed studies. By applying the proper limits and providing the integration of the
product between two functions, one of them is a fixed function for the specified integration and is called the kernel
function, usually denoted by k(¢,y) with the other function F(y). The result is called integral transformation, resulting
in a new function denoted as f(t). The integral transformation can be represented mathematically considering y as a
parameter by the following formula:

1{f (1)) = /fj}k(t,m(t) dt=1 (y). (L1)

Mansour et al [18] offered a new complex integral transform, the complex Sadag-Emad-Emann (SSE) transform to
solve the differential equation and the properties of this transform were investigated. The solution to linear higher
order ordinary differential equation was found by using the new general complex integral transform [26]. Another
fundamental change in particular SEE change was applied to address straight normal deferential conditions with
consistent coefficients and SEE change of incomplete derivative was inferred [19]. A new integral transformation named
Emad-Sara Transform has been proposed to solve linear ordinary differential equations with constant coefficients [8].
The complex SEE integral transform was going to be used to find the exact solution for the first order ordinary
differential equations of population growth and decay problems, some growth and decay problems [20]. The complex
SEE integral transform of Bessel’s functions was used to solve the Schrodinger equation, Laplace equation, heat
equation, wave equation and Helmholtz equation in cylindrical or spherical [21]. A new integral transform called the
Kuffi-Abbas-Jawad integral transform has been proposed and applied to solve ordinary differential equations [1].
The Sadig-Emad-Emann transform was determined the solution of difference and differential-difference equations,
with neurotrophic versions of difference and differential difference equations [25]. The defined integral transform is
considered efficient and widely used to find the exact solution to many scientific and engineering problems [7]. The
exact solution of differential and differential-difference [22-24] has been found through the usage of the SEE integral
transformation by benefiting from the properties of this complex transformation and applying it to problems.
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Authors of [17] explained the generalized fifth-order KdV like equation with prime number p = 3 via a generalized
bilinear differential operator. The N-lump was investigated to the variable-coefficient Caudrey-Dodd-Gibbon-Kotera-
Sawada equation [16]. Applications of tan(¢/2)-expansion method for the Biswas-Milovic equation [15], the Gerdjikov-
Ivanov model [14], the Kundu-Eckhaus equation [13] and the fifth-order integrable equations [9] were studied. Lump
solutions were analyzed to the fractional generalized CBS-BK equation [32] and the (3+1)-D Burger system [5]. The
approximations of one-dimensional hyperbolic equation with non-local integral conditions were constructed by reduced
differential transform method [27].

This paper is being drafted in the following way: In section 2, we introduce a fundamental definitions. Section 3,
examines the properties and theorems of complex SEE integral transform. Some applicability of the Complex SEE
integral transformation in solving difference equations and differential-difference equations are provided to demonstrate
the efficacy and applicability of the proposed scheme in section 4. Additionally, this section contrasts the numerical
outcomes obtained by the proposed approach with existing techniques. Finally, the paper concludes in section 5.

2. FUNDAMENTAL DEFINITIONS

The main concept of the Complex SEE integral transform includes the following cases in order:

Definition 2.1. [25] The relationship between two functions, y(¢) with another function, y(t—a), is called the differ-
ence equation, noticing that « is a constant.

Definition 2.2. [25] If multiple derivatives of the same function, let it be y(t), exist in the same difference equation.
The resulting function is called a differential-difference equation.

Definition 2.3. [18] On the interval [0,00), the integrable function f(¢), for the parameter v , the complex number 4
and n€Z . The Complex SEE integral transform T (iv) to the function f (¢) can be defined by the following formula:

S (0} =T (iv) =+, / T e () dr.

As long as there is an integral for some parameter v.

3. PROPERTIES AND THEOREMS OF COMPLEX SEE INTEGRAL TRANSFORM

This section includes the most important properties for the Complex SEE integral transform that are eminent for
this work.

Property 3.1. Linearity of Complex SEE transform[18]
SC{Af (1) £Bg (1)} =AS° {f (1)} £BS“ {g ()},
where A and B are arbitrary constants.

Property 3.2. Shifting of Complex SEE Transform [18]
A v+ia)"
Se{e” f(t)} :(,Uin)

3.1. The Complex SEE Transform of SomeFundamental Functions [18, 23]. I. $¢{k} =% where k is a
constant.

T (v+ia) ,

S {t} :U%;. (3.1)

IT: In general: S€{t™} :%w, m is a positive integer number.
II: S {e®} == [ﬁ+ﬁ , in which a is a known constant.
IV: S¢ {sin (at) }:m, in which a is a known constant.

V: §¢{cos (at) }

oo

BE

;2713(12)’ in which a is a known constant.

:’U"(
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VI: S¢{sinh (at) }:W, in which a is @ known constant.

VII: S¢{cosh (at) }:Wi};—a?)’ in which a is a known constant.

3.2. Some of Inverse ”Complex SEE Transform” Functions [23]. I 507 {4} =k, where k is a known
constant.

i {(1)m(i)m_l m! } =t™ | meZ*. (3.2)

/Un-i-m-i-l
] } =e, ¢ = constant. (3.3)
fsm (ct), c¢= constant. (3.4)

=cos (ct), c¢= constant. (3.5)

=cosh (ct), ¢= constant. (3.7)

}_ sinh (¢t), c¢= constant. (3.6)

3.3. The Complex SEE Integral Transform of Derivatives [18]. This section explains the application of the
Complex SEE to the derivatives: and time shifting property.

1" 1"

Theorem 3.3. [18, 22] Let f(t) be a defined function of t > 1, and its derivatives f (t), f (t), f (), ..., f")(t) emists,
then:

5 {50} = [~ D0) =i f2(0) — () D (0) -~ (i)™ F(0)] i)™ T ().

Special case:

% { I8 (t)} :%T(LO)HUT (iv) , (3.8)
s { I (t)} - —fTS’)—Z%)—v?T (). (3.9)

3.4. Time Shifting Property. If S¢{f(t)}=T(iv), then S¢{f (t—to)} =e~ T (iv), since f(t) = 0,vt< 0, hence we
have f (t—to) =0 for all t< 0.

Proof.
Se{f (t—to)}zvin/ e~ f (t—tp) dt:vin (/ ' e Hf (t—to) dt+/ e Hf (t—to) dt).
0 0 to

Because in the close interval [tg,0], f (t—to) = 0, it is possible to suppose the variable s=t—ty=t=s+1 .
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When t|t°;) then s|;” and dt=ds, so we substitute the above in the last integral, the results are:
I e ;
S et)=y [ e (5)ds
Gl s=0
—1ivt 1 > —1ivs
=e 0 — e " f(s)ds

n
v =0

=e W T ().

4. APPLICATIONS

The applicability of the Complex SEE integral transformation in solving difference equations and differential-
difference equations is presented in this section.

4.1. Application on Difference Equation. Solve the following difference equation
6y (t) =5y (t—1) +y (t—2) =t if y (¢) =0 for all t< 0.

The Complex SEE integral transform is applied on both sides of above equation
65° [y (1)} —58° {y (t—1)} +5° {y (t-2)} =5° {1}

The time shifting property is applied on the above equation

6T (iv) —5e T (iv) +e 2T (iv) =
Then:

B ~1

_Un+2 (6 _ 5671‘1)_’_6721'1))’

‘ -1
T (iv)= v +2 (e~ —2) (e~ —3)’

T (iv)

T (iv) = v;; [(2—;"”) - (3—2_“})] ’

-1 1 1

T(Z’U) = o X - - )
pnt2 9 (1_6—211;) 3 (1_5—:311;)
1 1 e—iv e—2i'u 6—31'11 e—4i'u 1 e—iv e—ZiU €—3i'u

Tl =————[=1(1 R e |

(iv) e |5 + 5 + (2)2 + (2)3 + (2)4 + 3 + 3 + (3)2 + (3)3 + )

. — 1 1 (—e~vi)

T(v)=——+ —— — - .

( ) 6,Un+2 ; (2)j+1 (3)j+1] v2+n

Taking the inverse of the Complex SEE integral transform of the above equation gives the required exact solution

—1 . 1 1 —1 o1 o 1 1 _e— Vi
S¢ {T(w)}:és {vn+2}+s Z l(Q)j+1_(3)j+11 (UQJm)

g 1 1
(t)+z [W(g)m] (t—j).

j=1

| =
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Then the exact solution is

7% Z [ JH1 (;H](tj)’ (41)

where [t] is the greatest integer, [t] < t.

4.2. Application on Differential-Difference Equation.

Example 4.1. Find the exact solution of differential-difference equation
y (t) +y (t—1) =t if y (0) = 0.

Applying the Complex SEE integral transform on both sides of above equation obtaining
sy ()} +5° {y (t-1)} =5° {1}

Now, applying the Complex SEFE integral transform of derivatives and time shifting property to give

()T (i0) ~—y (0) T (iv) =0,
O
T (iv) = -1

V12 (o) [1— 71“} 7

W @) o)
1 & e
T (i =1
(ZU) i3ynt3 —~ (ZU)] ) )
1 &0 e—ivj
T (tv)=— .
( ) U'njz:(:) (Z’U)j+3

Taking the inverse of the Complex SEE integral transform of the above equation gives the required exact solution of
the application.

- o) iy s
SN CCOEEE P s :{ G, 2

0, otherwise

Se {T (Z’U)}:% (t)"'z_[;]:l |:(2)%+1_(3)%+1i| (t_-]) .
Then

+Z[ e 3;+11(t_j)’ (4.2)

where [t]€Z , [t] <t.

Example 4.2. Consider the second problem of differential-difference equation in the following:

y(t)—yt—1)=1, t>1, yt)=1, 0<t<1, (4.3)
such that we have
[e'e) —|—€_U
e vtdt = — ¢ 4.4
| voeran= 2 (14)
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@O [0}

1.x 10404
14
8. x 103
6.x 103
4.x10%
2.% 1039
0 . —
5 6 7 8 9 10
t
FIGURE 1. Exact solution (4.2). FIGURE 2. Exact solution (4.5).
@
0 .
5 6 7 9 10
-2.% ]069,
-4, % ]069,
-6. % 109
-8.x 109
-1.% 107
-1.2x 10704

FIGURE 3. Exact solution (4.7).

by using the mentioned issues in FExample 1 we can get to the final solutions in the below

N N
t— )i
y(t)=—1+2z( ,'3) , N<t<N+1l, N=0,1,2,.. (4.5)
; J!
7=0
Example 4.3. Consider the third problem of differential-difference equation in the following
y(t)=2yt—1), t>1, y(t)=t, 0<t<1, (4.6)

by applying the Complex SEE integral transform of derivatives and time shifting property and taking the inverse of the
Complex SEE integral transform of the above equation gives the required exact solution as below

1 2J(t _j).]+1 2]—1@ _j)J
t——7+§ — N<t<N+1, N=0,1,2,.. 4.
y() 2 j_o{ ]+1' ]| 9 = < + 9 07 9~y . ( 7)

Example 4.4. Consider the following linear third-order multiplicatively advanced differential equation
y@ (1) = pPy(pt), (4.8)

(=)=
E)NE
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4004 0.4
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-600-

FIGURE 4. Exact solution (4.12) FIGURE 5. Exact solution (4.13)
with p = 1. with p = 1.2.

(0] ]

0.8

0.6+

0.4+

2 g% 10
FIGURE 6. Approximate solution FIGURE 7. Approximate solution
(4.13) with p = L.5. (4.13) with p = 1.01.

for p> 1, on the interval t € [0,8), satisfying the initial conditions
y(0)=0, y(0)=1, y"(0)=—p. (4.9)

For small p > 1, as p — 17, Egs. (4.8) and (4.9) can be considered to be a perturbation of the classical analogue,
which is the ODE

Y& ) =Y(1), (4.10)
with initial conditions

Y(0)=0, Y'(0)=1, Y"(0)=—1, (4.11)
obtained by setting p =1 in (4.8) and (4.9). One can check directly that (4.10) and (4.11) is solved uniquely by

Y (t) = 2exp(—t/2) sin(v/3t/2)/V/3. (4.12)

Now, utilizing techniques mirroring those of Theorem 3.2 of [29], a particular solution to (4.8) will be as

e exp(—p't/2) sin(v3p't/2)
y(t) = Z P/ 2/3) g

l=—0c0

(4.13)
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fort > 0. Note that the expression in Eq. (4.13) does not have the alternation (—1)% and this will allow a sharp bound
on y(t) for allt > 0, independent of p > 1. The first derivative of y(t) is seen to be

o= 3 PERCPYD) [(1/2)Snl(v32) + (V3/2) cos(VEt/2)]

PA—D//3) (4.14)
l=—00
exp(—p't/2) sin(v/3p't/2 + 27r/3)
o Z 1(1 1-2/3)/(2/3)
l=—o0
Using this identity implicitly, we get
! : !
~// p exp(—p't/2) Sln(\/gp t/2 4 4m/3)
l_Z P—1=273)/(2]3) (4.15)
exp(—p't/2) sin(v/3p't/2 + 47/3)
o Z l(l 1-4/3)/(2/3) ’
l=—o0o0
and finally we verify
Sy — exp(—plt/2) Sin(\/gplt/2 +6m/3)
g (t) _l_z: P—1=6/3)/(2/3) (4.16)
_ i exp(—p'~" (pt)/2) sin(v/3p'~'pt/2)
- . plU=1+1)(I=1)=1)]/(2/3)
_ i exp(—p*(pt)/2) sin(v/3p*pt/2)
o plk+1)(k=1)]/(2/3)
k=—oc0
3 > exp(—p*(pt)/2) sin(\/gpkpt/Q) 3
=p kz PR/ (2/3) =" y(pt).
=—00
From (4.13)-(4.14), one sees that
- > sin(0)
y(0) = Z D@ 0, (4.17)
l=—00
L = sin27/3) V3 & P V3 g
y(0)= Z pl=5/3)/(2/3) — 9 Z (p3)1(171)7/2 = TF(P i), (4.18)
l=—00 l=—00
(oo} oo
- sin(4m/3) V3 V3 s
y'(0) = ZZ DB~ Z 1(1 e = —TF(p ip7), (4.19)
where
F(p*;p") = i _ ey (4.20)
’ (p3)=D/2 :
l=—o0
by normalizing y(t) by y'(0) = \[F(p ;p), then we can obtain
y(t) =y(t)/7'(0), (4.21)

(=)=
E)NE
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one sees that y(t) now satisfies Eq. (4.9) along with the initial conditions (4.10). Also, the last initial condition follows
from the finding that

VB3, .2 (3.2
y"(0) =5"(0)/7(0) = ggg&’;) = 5((53;’5)) =—p, (4.22)
2 )

and also F(p®;p) have the following properties

F 3.2 F 3. _ 2
(pg,p):p: (pg, r) (423)
F(p3;p) F(p3 —p)
For easily one can write
3.2y 3.,3 _ .3 3. _ 3. _ 3.
F(p*;p*) = F(p*;p°(1/p)) = p*(1/p) F(p°; 1/p) = p [pF(p*;1/p)] = p[F (p°; p)], (4.24)
such that one have
F')\*Oo Al*l)\oolAll 4.25
(p; ):l;mzm*Xp(Jr )11:[1 +ﬁ +)\7pl ) (4.25)
in which
= 1
»=]] (1 — l) . (4.26)
1=1 p
We see
F(p*1) = 1 1+i 1+ ! (4.27)
pil) = Xps i pil p3U+D) ’
= 1 = 1
i )] () [ ()]
1=0 p 1=0 p
and
F(pb;p) = (2 (1 2 (4.28)
pPP) = Xp3 H + pSI + pp3(l+1) .

=0

S| (=)

Example 4.5. Let us first consider the linear system of differential-difference with variable coefficients as [/]:

{ 20f{(t+1) = 3fi(t+ 1)+ fo(t +1) =0, (4.29)
2f5(t+ 1)+ fr(t+1) =3fo(t +1) =0, '

with the below conditions

h©2) =1, f(2)=-1, (4.30)

by applying the Complex SEE integral transform of derivatives and time shifting property and taking the inverse of the
Complex SEE integral transform of the above equation gives the required exact solution as below

) =1+t =2t folt) =2t —1—1% (4.31)

(&)
ENE
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FIGURE 8. Exact solution fi(t)andfa(t) (4.31).

Example 4.6. Let us second consider the linear system of differential-difference with variable coefficients [/]:
{ F0) + F3(0) + falt) = t — exp(—1), (1.32)
)+ 453(0) + fult) = 1+ 2exp(—), 0<t<1,
with the below conditions
f1(0) =1, f2(0) =0, (4.33)
by applying the Complexr SEE integral transform of derivatives and time shifting property and taking the inverse of the

Complex SEE integral transform of the above equation gives the required exact solution as below

T3 (i) = 5 f1(0) + iwTa(iv) — e f2(0) + Taliv) = — ks + o | 558

Ty (iv) — L £1(0) + 4ivTy(iv) — L £2(0) + Ti (iv) = — =Ly + 2 [;fvgv] ,

by simplifying the above system taking the inverse of the Complex SEE integral transform of the above equation gives
the required exact solutions as below

(4.34)

oo
fi(t) = Z fir(t) =1 — 2t + 0.66666783t% — 0.18518544t> (4.35)
1=0

+(0.43211635¢ — 1)t* — (0.84431064¢ — 2)t° + (0.14109473¢ — 2)t°
—(0.22259609¢ — 3)t” + (0.45879299¢ — 4)t®
—(0.12963993¢ — 4)t” + (0.23318594¢ — 5)t',

F2(t) =" fia(t) =t — 016666785t + (0.74074385¢ — 1)t (4.36)
1=0

—(0.20064678¢ — 1)t* + (0.4122386¢ — 2)t° — (0.71348994¢ — 3)t°
+(0.131827769¢ — 3)t” — (0.41893269¢ — 4)t°
+(0.1603362¢ — 4)t° — (0.320804353¢ — 5)t1°,
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(U]

-1004

-200

-300

-400

FIGURE 9. Exact solution fi(t) (4.37). FIGURE 10. Exact solution f>(t) (4.37).

and also, for the system the exact solutions will be as below

f1(t) = exp(—t) 4+ 3exp(—t/3) — 3, (4.37)
0 = -1 (ot 3 xp(car 14

5. DISCUSSION AND RESULTS

For the graphical analysis, we observe that outcomes y(t) represent exponential form function. In particular, we
depict the dynamics of (4.2) in Figure 1 and (4.5) in Figure 2. Also, the solution of differential-difference is depicted
the dynamics of (4.7) in Figure 3. In Figure 4, behavior of (4.12) is presented with p = 1. Plot of exact solution
(4.13) for p = 1.2 is presented in Figure 5. Moreover, behavior of exact solution (4.13) for p = 1.5 is analyzed in
Figure 6. In addition, Plot of exact solution (4.13) for p = 1.01 is shown in Figure 7. In Figure 8, the exact solution
of (4.31) is plotted as well for fi(¢) and f2(¢). In Figures 9 and 10, the exact solutions of f1(t) and fa(¢) are obtained
for the system of (4.32) are shown. Our research is highlighted in this section by its novelty and accomplishments.
By combining our results with those of formerly reported articles presented, we can reach our destination.

6. CONCLUSION

This paper represents the proof of the Complex SEE integral transform’s capability to solve problems using simple
techniques. However, an essential property of the Complex SEE integral transform is proved first. Then, the exact
solution to the difference and differential-difference equations has been solved. Numerical applications prove the ability
of the transform to handle the difference and differential-difference equations. We then think that these results will
help for conducting future research in various areas of physics such as mathematical physics, nonlinear mechanics and
other applied fields and so on. The method used here can be applied to other nonlinear partial differential equations.
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