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Abstract - “\

The presented paper investigates a new numerical method based on the characteristics of flatlet oblique multi-
wavelets for solving fractional Volterra integro-differential equations, in this method, first using the dual bases
of the flatlet multiwavelets, the operator matrices are made for the derivative of fractional order and Volterra
integral. Then, the fractional Volterra integro-differential equation reduces to a set of algebraic equations which
can be easily solved. The error analysis and convergence of the presented method are discussed. Also, numerical
examples will indicate the acceptable accuracy of the proposed method, which is compared with the methods
used by other researchers.
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1. INTRODUCTION

The wide application of fractional calculus in various sciences and engineering fields such as physics, biophysics,
cosmology, bioengineering, control theory, finance and statistical mechanics have attracted the attention of many
researchers to investigate different numerical methods for solving fractional calculus problems. Some of the methods
that have been used in the works [2-20] to solve the fractional calculus equations include the adomian decomposition
method, Bessel collocation method, CAS wavelets method, Chebyshev pseudo-spectral method, cubic B-spline wavelets
method, Euler wavelets, and fractional differential transform method. Also Jacobi spectral-collocation method [23, 36],
Legendre collocation method [31], multi-domian pseudo-spectral method [22], normalized systems functions method
[33], novel Legendre wavelet Petrov-Galerkin method method [32], operational Tau method [19], piecewise polynomial
collocation method [37], Taylor expansion [31], and variational iteration methods [13, 24] are other techniques that
have been proposed to solve this category of problems.

Flatlet oblique multiwavelets are used for solving integer order integro-differential equations [9]. Also, in 2014, Dr.
Darani et al [8] solved the fractional integro-differential equation by constructing dual scale and wavelet functions in
the form of fractional degree polynomials for the Flatlet multiwavelets. However, since no method based on Flatlet
oblique multiwavelets has been proposed to solve the fractional Volterra integro-differential equation, in this paper, we
have solved this problem using the fractional order derivative and Volterra integration operator matrices constructed
by the basis of the flatlet multiwavelets.

The general form of the linear fractional integro-differential equation is expressed as

D*y(a) + a(oly(a) = o(a) + A | " K (e, (), (L.1)
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with initial conditions
yj(O):cj, j=0,1,..n—-1, n-1<a<mn,

where n € Z*t, A € R. K(x,t), q(x), and g(z) are given continuous functions and y(z) is the unknown function to be
determined. Also, D®y(z) indicates the Caputo’s fractional derivative of y(x).

Definition 1.1. ([26]) The Caputo fractional differentiation operator D of order « is defined as

NP S G () .
D f(i) - F(n _ O() /0 (LC _iL)onrlfndt7 > 07

wheren —1 <a<nandneZt.

In this research, in section 2, we will introduce and examine the properties of Flatlet oblique multiwavelets and
explain how an arbitrary function can be written as an extension of the scale and mother wavelet functions of Flatlet
multiwavelets. Also, we will discuss how to construct dual scale and mother wavelet functions using the biorthogonal
property of Flatlet multiwavelets in section 2. Section 3 includes the construction of Volterra integration and fractional
derivative operator matrices, as well as writing the fractional Volterra integro-differential equation as a set of algebraic
equations and solving this set of equations. The convergence and error analysis of the proposed method will be
discussed in section 4. Finally, in section 5, some numerical examples are presented to show the applicability and
accuracy of the proposed method.

2. FLATLET MULTIWAVELET SYSTEM AND THE DUALE FUNCTIONS

functions ¢g(z), ..., ¢m(z) defined by

j i+1
17 mzrl <z < ;n-&-l’ )
¢i(x) = ,i=0,1,...,m. (2.1)

0, otherwise,

The simplest member of this family is the Haar wavelet which happens for the case m = 0. Each of these unit constant
functions is called a scale function. The Flatlet mother wavelets 1o (z), ..., ¥m(x), corresponding to Flatlet scaling
functions are constructed by using two-scale relation which will be discussed in the following.

First, consider two vector functions

¢o(x) Yo (x)
O(x) = | ¢ilw) |, 9(@) = | i) | | (2.2)
bm(2) ()

whose components are Flatlet scaling functions and mother wavelets, respectively.
The two-scale relations for the Flatlet multiwavelet system are expressed as

®(z) =R {@gf"”)”} W(x) =8 [égfz)n] : (2.3)

where R and S are (m + 1) x 2(m + 1) matrices. The matrix form of two-scale relations (2.3) are as follows

[iﬁiﬂ - [1;} {@gff)l)} ; (2.4)

and the coefficient matrix in (2.4) is called reconstruction matrix that is invertible [9]. Also, Eq. (2.1) for i =

0,---,(m+1)27 can be extended as follows
m—+1 2m—+2
P;(z) = Z Rij¢j1(2z) + Z Rij¢j—m—2(2x — 1),
j=1 j=m+2
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m+1 2m+2
ZSM@ 122) + Y Sijbi-m-a(2z - 1), (2.5)
j=m-+2

which is called reconstruction relatlons.
As is clear, the Flatlet scaling functions have a simple form so the matrix R can be calculated as

11 0

0 1 1
In order to compute 2(m + 1)? entries of matrix S, 2(m + 1)? independent conditions are needed. For this purpose,

%2("“'2) orthonormality conditions

1
/(; %(1’)7%(95)5” = 5i,jv 17.7 = 07 17 —ey I, (26)

(m+1)(3m+2)
2

and vanishing moment conditions

/ Yi(x)alde =0, i=0,1,...m, j=0,1,...m+1i, (2.7)

come to our aid where d; ; is Kronecker delta defined as

L if i=j,
i j = e
0 if 1#7.
By using (2.2) and (2.4), Eq. (2.9) can be written as a system of linear equations

2(m+1)
oA+ T = (@MY =0,  j=0,.,m+i, i=0,1,--,m. (2.8)

Now, the unknown matrix S and so ¥(z) are obtained by solving (2.6)-(2.9). As an example, for the first order
Flatlet basis functions we have

1 1 <
¢o<x)={ 0, othermse ¢1<x)={ 0 horuiner (2.9

otherwise, therwise,

and the matrix S is computed as

e
-
S
3%
=

a1
V2 1 . (2.10)
75 VG VG Vo

This computation implies that the associated multiwavelets are not unique. A simple form of mother wavelets for the
above example may be given as

1 < 1
Lo0<a<d RS AOEY
G, Y o jST<yp
do(x) =v2q 12 42 L , Ui(z)=V10< &, s<a<i, (2.11)
30 1 ST< Y3 <z<l,
0, otherwise 107 4
0, otherwise.

0, otherwise,
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: < 1
67’ ?_$<61 %7 0§x<%
307 <z <g, _3 1 G
_2 E<m<i 1147 ?§x<§7
v < ’ 7 7Sx<*,
1/10(:6):@ %7 §§m<§’ ) ﬁ’l():\/ﬂ _7i §<x<g
3 s <z<z2 w3 6°
3017 g 6 1 7<x<17
-8 *<l‘<1 14
067 therw1se7 0, otherwise,

1 1

2 9577y
Bogsroy

20 3 <z < PR

o(z) = V14 =, s<z<E£, (2.12)

3=y

EaE IOt

oL 6 <zxz<l,

0, otherwise,

2.1. Biorthogonal Flatlet Multiwavelet System (BFMS). Here, we introdllce the duNaI scaling and wavelet vector
functions in biorthogonal Flatlet multiwavelet system (BFMS) respectively by ®(x) and ¥(z) that are represented as

¢o(x) Po(x)
B(a) = | dul) | T(@) = | dula) | (2.13)
() Yin(a)

According to the biorthogonality conditions we must have
~ 1 ~
(P, d5) = / ¢i(z)¢j(x)dx = d; 4, (2.14)
0
1
Gig) = [ Dty w)do = b,
0

~ 1 ~
(Vi, dj) = /O Vi(w)¢p;(w)dr =0,
i i=01,...m

Now we can introduce the qu(x) and ’(El(l’) as polynomials and piecewise polynomials of degree m respectively, by

oy an Fapr+ .+ agmar™, 0<x <1,
¢i(x) = { 0, otherwise, (2.15)
i biy + bz 4 .. bl 2™, 0<z <3,
Vi) = b} +bhr 4. +b7, 2™, F<z<l, (2.16)
0, otherwise.
Based on biorthogonal conditions (2.14), we can show that coefficient a; ;, bz1 and bfj,' = 0,....,m and j =

1,...,m + 1, are uniquely determined ( : see [9]). For example, we compute the dual multiwavelets corresponding to

(&)
ENE
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(2.9) and (2.11) as

~ _f 3—4x, 0<z <1, ~ | —1+4x,
do(x) = { 0, otherwise, ’ o1(x) = 0,
) 2v2(1 —4z), 0<z <3, ) V10(1 — 4z),
Yo(z) =4 —2vV2(3—4x), 3<x<1, . ti(z) =4 VI0(3 - 4a),
0, otherwise, 0,

Also computation of dual multiwavelets corresponding to Eq. (2.12), yields

11 27,2
- 5 — 18z + 5« 0<xr<l1
_ 2 2 ) = )
o) = { 0, otherwise,
-7 2
- =t —27Tx + 27x 0<xe<1
— 2 ) —_ )
1) = { 0, otherwise,
() = 1-92+22?, 0<z<]1,
2\ 0, otherwise,

VI0(5 — B +272%), 0<az<i,

Yo(z) = ¢ —V10(22 — Br+272%), 1<az<l,
0, otherwise,

~ VII( -~ 2+ 50, 0<a<h,
P1(x) = \/ﬂ(%—%xqts—zlxz), % <z<l,
0, otherwise,

) —V14(1 — 122 +272?), 0< 2 < i,

P3(z) = V14(16 — 42z +272%), 1<z <1,
0, otherwise.

Now, suppose A(z) and A(z) are two vector functions as

G ol)
b (@) ey
sa=| " w= |
vi(2'e — k) hi(2' — k)
[Yn(272 27 + 1), [ m (272 a7y 1))

0<z <1,
otherwise,
0<z< %,
% <x<l1,
otherwise.

So, we can approximate a function f(z) defined on [0, 1] by the Flatlet multiwavelets [14] as

f(z) ~ AT (z).C,

or

where C and C are N-vectors as
C = [coysCm;d0,0,05 s Dil ke ooy A, g27 —1),5

[€05 -5 Crmy A0,0,05 > il ks vy i, 7,27 —1]5

(@l
Il

in which N =27(m +1).

(=)=
E)NE

(2.17)

(2.18)

(2.19)

(2.20)

(2.21)
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Now, we can rewrite Egs. (2.20) and (2.21) respectively as

m m J 2/-1
fr) ~ Z cidi(w) + Z Z di 1 ki k(2), (2.22)
i=0 i=0 1=0 k=0

and

no
‘N
,_.

m m J
flz) ~ Z Eidi(x) + Z Z Z di 1 kWi (2.23)

where ;1 () = 1; (2l — k) and ;11 (x) = 9;(2'z — k). The vectors of C and C can be obtained respectively as

= 1 z).AT (2)dz .
C—/Of( AT (2)da, (2.24)
and
C= /0 f(@).AT (z)dz. (2.25)
In other words
:/ f(x)qzz(x)dac s di,l,k:/ f(.’L')’l/NJl’J’k(.’L')d.’L‘ (226)
0 0
and
EZ:/ f(x).¢i(x)dx (L,l’k:/ f(x)as jr(x)de. (2.27)
0 0

It is useful to note that the dual Flatlet multiwavelets are defined based on polynomials and have more flexibility in
approximating functions so we use the last relation and Eq. (2.21) because of the higher order of accuracy.

3. DESCRIPTION OF FLATLET OBLIQUE MULTIWAVELET METHOD FOR SOLVING FRACTIONAL VOLTERRA
INTEGRO-DIFFERENTIAL EQUATION

As we mentioned in section 1, the purpose of this paper is to provide a numerical solution for the linear fractional
Volterra integro-differential equation as

DOy(e) + a()y(a) = g(a) + A / " K y(t)dr, (3.1)

with initial conditions y7(0) = ¢j,j = 0,1,...,n — 1l and n — 1 < a < n. Also, D* represents fractional derivative of
the order o > 0 of Caputo sense, n € Z*, A € R. The continuous functions ¢(z), g(z), and K(z,t) are given and y(z)
is the unknown function to be determined.

3.1. Constructing the Operational matrices. In order to solve this problem, we must construct the fractional
derivative of Caputo sense and the Volterra integral operational matrices. For this purpose, first we approximate the
unknown function y(z) by scaling and mother wavelet functions of dual flatlet multiwavelets as

y(@) = CTA(), (3.2)
where C is an unknown vector of order (m + 1)27 as follows
C = ey, co, ...,c(m+1)2.z]T.
By fractional derivation both sides of equation (3.2) the relation
Dy(z) = CTD*A(z) = CTDA(z), (3.3)

(&)
ENE
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is obtained. Where D is fractional derivation operational matrix that is calculated from the flatlet multiwavelet
properties described in Eq. (2.14) as

D= /0 1 (D‘“f\(m)) AT (z)dz. (3.4)

More precisely, using the definition of fractional derivation of Caputo sens, the entries of matrix D are calculated as

A S U A V() |
Dijlo) = /0 <F(n —a) /0 (@ — )T dt) Aj(z)dz, n—-1<a<n. (3.5)

In other words, the fractional derivative was taken from all the basic functions in the vector A(z). The expansion of
these fractional derivatives was written in terms of the basic functions of the Flatlet multiwavelet and the coefficients
of the expansion of the fractional derivative were calculated using the property of orthogonality between the initial
wavelet and their duals. These obtained coeflicients made the entries of the operational matrix D

Also, in order to calculate the Volterra integral operational matrix, assume

T - x . 7 T T B . .
/O y(t)dtf/o CTA(t)dt = C /0 At)dt = CTPA(x), (3.6)

where P is the Volterra integral operational matrix whose entries is calculated using the flatlet multiwavelet properties

described in Eq. (2.14) as
Pij(z) = /01 (/Om [Xi(t)dt> Aj(x)dzx (3.7)

In a similar way, the Volterra integral was taken from all the basic functions in the vector A(x) The expansion of these
functions was written in terms of the basic functions of the Flatlet multiwavelet and the coefficients of the expansion
of the Volterra Integral were calculated using the property of orthogonality between the initial wavelet and their duals.
These obtained coefficients made the entries of the operational matrix P.

3.2. Solving Fractional Volterra Integro-Differential Equation. After calculating the operational matrices
needed to solve Eq. (3.1), we extand the functions y(z), ¢(z), g(z) and K(z,t) by flatlet oblique multiwavelet basis
respectively as

y(z) = CTA(x), (
q(z) = Q"A(x),
9() = GTA(2) (3.10)
and
K(z,t) = AT(t)KT]\(x). (3.11)

Using Eq. (2.25), the coefficient vectors @ and G and the coefficient matrix K are determined respectively as

0= / (3.12)

_ T
Gf/o g(2). AT (z)dt, (3.13)

K = /0 1 ( /0 1 K(z, t).A(t)dt> A(z)da. (3.14)

Where C' is unknown vector to be determined. By substituting the operational matrix D whose entries calculated in
Eq. (3.5) and Egs. (3.8), (3.10) and (3.11) in Eq. (3.1) we can write

and

CT DA + QT A(2) AT (2).C = GT R() + / " AT(2). KT A().AT(1).Cat. (3.15)
0

[c[m]

(0] €]
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Let Hy(t) be a square matrix of dimensions (m + 1)27 x (m + 1)27 as

Hy(t) = A(t).AT (1), (3.16)
whose entries are obtained by
Hy; () = Ag(t).A(t). (3.17)
So, the Eq. (3.15) can be written as
CT D.A(x) + QT . Hy(z).C = GT A(z) + / AT (z).KT Hy(t).Cdt. (3.18)
0
If we define the square matrix B of dimension (m + 1)27 x (m +1)2” as
Hy(t).C = By.A(t), (3.19)
then, using the Flatlet multiwavelets biorthogonality properties (2.14) we can write
1 1
/ Hy(t).C.AT (t)dt = / By.A(t).AT(t)dt, (3.20)
0 0
and By is calculated as
1
By = / Hy (t).C.AT (t)dt. (3.21)
0
Substituting Eq. (3.21) in Eq. (3.18) gives the following result
CT D.A(z) + QT By.A(z) = GT . A(z) + A / AT (z). KT By.A(t)dt (3.22)
0

= GT A(z) + MAT(z).KT By. /x A(t)dt
0
= GT Ax) + MAT(2). KT By.P.A(z),

where P is operational matrix of Voltera integration.
In order to approximate the solution of Eq. (3.1), we use (m + 1)27 collocation points. First, set N = (m + 1)27,
so the suitable collocation points are Newoton-Cotes nodes as
2i—1

W, 1:1,2,...,N. (323)

T

Suppose the matrix Ly is a square matrix of dimension N x N whose columns are the value of ]X(a:) at the above
points as

LN = [A(xl),A($2)7,A($N)] (324)
Furthermore,
A(z;) = Ly.e;, (3.25)

where e; is N x 1 vector that entire 7 is 1 and the others are 0.
Now, by applying collocation points and Eq. (3.25), Eq. (3.22) can be rewritten as

CTD.Ly.e;+ QT By.Ly.e; =G . Ly.e;+ Me;T.LyT KT By.P.Ly.e;. (3.26)

Eq. (3.26) makes a set of algebraic equations with (m + 1)27 equations and (m + 1)27 unknowns {cy, ¢z, ...,cny} that
can be easily solved.
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4. ERROR ANALYSIS AND CONVERGENCE OF THE METHOD

In this section, we discusse the error analysis and convergence of the presented method.

Theorem 4.1. For Flatlet oblique multiwavelet functions v¥; of order m and i = 0,1,...,m, which have m + i+ 1

vanishing moments from Eq. (2.6), if f(z) € C(XZiZo™++1)(R) then

diga| < C.27 R max (f7(C)],

¢elo,1]
in which C' is a constant independent of j and f.
Proof. For each z € [0,1], the Taylor expansion of function f(z) at the point « = £ is as follows
(m+1) [N k. St mAitl
ko (z—57) ; (z — 57)
_ (OYaa 271 (m+1i+1) 27
f(@) ; R e Tl O

In which ¢ € [£,z]. By substituting Eq. (4.2) in Eq. (2.27) we can write

Ji,j,k:/ J (@) 50 (x)dx

m+i 1 k l
-1 7 | = 5) s
1 k 2o mtitl
e, M0 ) Vis(@)dz.

Suppose that t = 272 — k so
!

1 l 1
| @= 5 visntardn = [ @ = ) e~ ks

1/y l )
:/ (2]> bi(t).279dt
0
1
:2—j<l+1>/ ()t 1=0,1,..,m+i.
0

Now, using vanishing moments property we will have

and Eq. (4.3) can be written as

1 ! S meitl) k 2oizomitl .
i’j’k‘ T mit 1) = (O =55 Vi(2'z — k)dx
! (SfLg meti+) (¢ k mtitl .
< i= Om ? _ ) 2] _ k d
T (Cem it 1) ce[ou‘f ‘/ z V(2 x — k)| dx
m i i 1 . ) 1 . ‘
— 9= (o m+i+1)+1)j ’ >, m+i+1) ’/ ‘tzz‘:o mitl -t ’dt
> om+i+1)! ce[o1]f ©) . V;(t)
by assuming
1 L .
C = . ‘tzizom—&-z-&-l At ‘dt,
(ZZ’iom+z+1)!/o hilt)

the proof ends.

(=)=
E)NE

(4.1)
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Theorem 4.2. For Flatlet oblique multiwavelet functions ; of order m and ¢ = 0,1,...,m, with compact support

which have N; = 21'10 m + 1+ 1 vanishing moments we can say
|6J(£L’)| -0 (27(22":0 m+i+1)]) )

Proof. Since

F@) =3 adi@) + 3 S dipudi@a — ),
i=0 i=0 j=0 k=0

therefore, the error of this approximation will be as follows

00 27-1 ~

er(@) = dijxthijn(x).

J k=0

Suppose
;= bi(2x — k)| = ~¢t‘,
Cp = ) [0 e =R = mas, o)

using (4.11) we can write

¢elo,1

Now, we obtain

271
> szviqu)i,j,k(l')‘ < 002~ (o mtit)+ig) Joax ‘f(zllﬂ mHH)(C)‘
€lo,
k=0

= C-C2~ (ZiZomtitl)j ‘ (57, mtit1) ‘
¢ e |f ©)

substituting (4.13) in (4.10) we can write

les(z)] < CU?CCIQ[%%] ‘f(Z?;o m+i+1)(C)‘ Z 9= (ko mitl)j
; =7

2—(m+i+l)J

= C;C max ‘f(m"'i"'l)(g“)

¢elo,1] 1 — 2—(m+i+1)"

Therefore, we conclude that for any desired x, the approximation error will be as follows
le(@)] = O (27 (= mtitnT),

and as m and J increase, the error decreases.

Jijk@.jk(x)‘ < 02~ (o mtitD)+1)j o ‘f@rzomﬂ‘ﬂ)(o‘ ;e
e - ]

(4.8)

(4.9)

(4.10)

(4.11)

(4.12)

(4.13)

(4.14)

(4.15)
O

Lemma 4.3. [27] Let X = L?([0,1]), indicates the vector space of square-summable functions defined on [0,1] and Q

be a Volterra integral operator on X defined by

Q (u(z)) = /O " (), Vue X,

1 1
/ / (e, )| dbdez = p?,
0 0

or sup, , k(x,t) = p and p is a constant. Then Q is bounded in L*([0,1]). That is,
1€ (u(@)) [2 < pllull2

and for the kernel k(x,t) we have

(4.16)

(4.17)

(4.18)
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Lemma 4.4. Let u(x) be sufficiently smooth function in L?([0,1]) and D®(x) indicates the approximation of Caputo
fractional derivative of the order a > 0 of u(x), D*u(x). Assuming that D*u(x) is bounded by a constant &, D%u(zx) <
&, in this case, there exists an integer like v such that

|Du(@) — D*un(z)]|2* < €2.7. (4.19)
Proof. Let
Du(z) = cihi(w), (4.20)
i=1
now, if we consider the first N = (m + 1)27 terms of the sum above, we will have
N ~
Dun(z) =Y cihi(z), (4.21)
i=1
and Eqgs. (4.20) and (4.21) yields
b ~
D%(z) — D%un(z) = Z cil\i(z). (4.22)
i=N+1

Using Eq. (2.19), since the end entries of the vector A(x) are composed of ;(z) and i = 1, ..., N, it can be written as

1
D% u(x) — Dun(x)|]2? = / (D®u(x) — Dun(x))? dz (4.23)
0
1 oo 3 2
= / Z ci\i(z) | dx
0 \i=N+1
1
0 JZ (shi+sha+ ..+ sly, 27 de, 0<z<3
= Z i’ f; (52 +shr+ ..+ 52y, 27 de, F<z<l1
i=N+1 0, otherwise

1

oo oo fof (pll1 +phr + ... —|—p11’2m+1x2m) dr, 0<z< %
+ Z Z i.Cj f% (P4 4+ PhHr 4 o+ Plopyra®™) da, <z <1

NN 0, otherwise
[e ] o0 o0
= E Ciz.M + E E Ci.Cj.P,
i=N+1 i=N+1j=N+1
where
1,1 1. &) 1
3-%a tgSpt..+ 22"%*% Sigmt1r 057 <y,
M=< 1.2 ,1.2 (C 1
5'81'1 + §312++ Imt1 'Si,2m+1’ b Sl‘ < 1,
0, otherwise,
and
2m+1
1,1 1,1 () 1 1
3-Pi1 +gPi2 Tt 5T Pi2ms 0<z <3,
P=q¢ 1,2 1,2 . (™" o 1egel
2-Pi1 T g Pig T - om+1 Pi2m+1s 3 > )
0, otherwise,
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also
[e%s) 2m—+1 e’} 2m—+1 o)
sik= Y. Y b . pk= Y, >, Y. bikbi (4.24)
i=N+1 k=1 i=N+1 k=1 j=N+1

On the other hand, according to the Eq. (2.27), ¢; = fol Du(x).A;(x)dz, so from Eq. (4.7) we can write
C; S ffol Az(l‘)dl’ = fC,

and as a result

leif? < (£.0)?, (4.25)
where
1 ! m—+i+1
So
ID%u(z) — Dun(@)lla* = Y e>M+ > Y cic P (4.27)
i=N+1 i=N+1j=N+1
< 3 (€OPMAP) =y,
i=N+1
and v = C?*(M + P). O

Theorem 4.5. Let us consider all assumptions of theorems (4.1) and (4.2) and lemmas (4.3) and (4.4), also let
yn(x) be the approximate solution of fractional Volterra integro-differential Eq. (3.1) given by
N
yn(z) = cihi(z), N =(m+1)27,

and satisfy the initial conditions y?(0) = ¢j,j =0,1,...,n —1 and n — 1 < a < n, then we have ||y(z) — yny(z)|| — 0
when N — oo.

Proof. Let ey (x) = y(x) — yn(x) represent the error function of the approximate solution yx () for the exact solution
y(z) and N = (m + 1)2”. By substituting yy(z) in the Eq. (3.1) we get

Dyn () + q(e)yn (@) = glz) + A / " Ky (), (4.28)
and also we can write
DOy(e) — Dyx () + () (y() — g () = A / K(o,1) (y(t) — yw (1)) dt. (4.29)
So
4(2) (en (@) = / K (2, e (t)dt — (Dy(x) — Dy (x)) (4.30)
<|/ ’ K(as,weN(t)dt\ T 1Dy(x) - Do)
<p / " en(®)dt| + Dy (x) - Dy (a)].

Now, by Eq. (4.29) and Gronwall’s inequality [28], we can write
lla(z) (en(2)) |l < [ID%y(x) = D*yn(2)l]2 < &/ (4.31)
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‘ 2
Using the proofs of theorem (4.1) and lemma (4.3), since v = (M + P)(m fol |[em ity (1) dt) and g(x) # 0,
therefore en(x) — 0 or y(x) — yn(z) as N — oo. O

5. NUMERICAL EXAMPLES

In order to illustrate the performance of the proposed method and justify the accuracy and efficiently of the
presented method, we consider the following examples.
Remark 5.1. First we consider the fractional Volterra integro-differential equation given by, [32]
1 8 1 v
D2 = — 15— g% — g3 / t)dt 5.1
V@) = (@) + gzt ot - e | v (5.1)
y(0)=0, ¥'(0)=0,
whith the exact solution y(z) = 22. In Table 1 , the absolute error values for different m and J is presented. By
looking at the table, it is clear that the exact answer is obtained even for low m and J. Also we compared our results

with LWPGM method presented in [32]. Figure 1 shows the approximation processes in this example for m = 4 and
J = 1. Also Figure.2 shows the errore rate for several m and J briefly.

Remark 5.2. Consider the following fractional Volterra integro-differential equation
1 x
20 4 / x sin ty(t)dt, (5.2)
0

I(1.25)
y(O) =0, y/(O) = 0.

The exact solution of above equation is y(x) = 2. This problem has been solved by Flatlet oblique multiwavelet
method and you can see the absolute values of errors for different values of m and J in Table 2. The approximation
and error diagrams are shown in Figures 3 and 4 for different values of m and J respectively.

D"y (x) = (zcosx — sinz)y(z) +

Remark 5.3. Consider the following fractional Volterra integro-differential equation
2 T
D‘/gy(x) =% 2>V349¢ina— 22+ / cos(x — t)y(t)dt, (5.3)
I'(3-+3) 0
y(0)=0, '(0)=0.
with the exact solution y(x) = 2. The absolute values of errors for different values of m and J is shown in Table 3.
Also Figures 5 and 6 represent the approximation and error diagrams for different values of m and J.

/
/
/
0.81 /
/
/
| '/
0.6 /
/
//
0.41 /
s/
7
7/
0.21 4
e
e
~ -
—
0 T i ' ' )
0 0.2 0.4 0.6 0.8 1
l """ approximate answer,m=4,J=2 — — exact answer]

FiGURE 1. The numerical solution of Example 5.1 for m = 4 and J = 2 with the exact answer.
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4.x107"7

3.x107"79

2.x10779

1.x 107174

FIGURE 3. The numerical solution of Example 5.2 for m = 4 and J = 1 with the exact answer.
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4.x107%
3.x107%

2.x107%

4.x 107"

3.x107"%

2.x 10718

1.x 1078

0.6

0.8

FIGURE 2. The error value diagrams of Example 5.1, the left one for m = 3 and J = 1, the middle
one for m =4 and J = 1 and the right one for m =4 and J = 2.
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FIGURE 4. The error value diagrams of Example 5.2, the left one for m = 3 and J = 1, the middle
one for m = 3 and J = 2 and the right one for m =4 and J = 1.
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FIGURE 5. The numerical solution of Example 5.3 for m = 2 and J = 3 with the exact answer.

FIGURE 6. The error value diagrams of Example 5.3, the left one for m =3 and J =1 and J = 2
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04 06 08

TABLE 1. Absolute values of errors for Example 5.1.

x |Exact m=2,J=1 m=4,J=1 Errors by LWPGM[32]
0.0] 0.0 1.83x 107 218 x 1071 3.88 x 10716
0.1 001 223x107"° 332x10"% 5.55 x 1016
0.2 0.04 2.77x10719 442 x1071° 6.66 x 1016
03] 009 3.45x107!1 5.52x 10720 9.15 x 10~16
04| 016 420x1071 6.70 x 1020 1.27 x 10715
05| 025 510x107' 8.10x 10~ 1.63 x 1010
06| 036 530x107' 1.50x 1078 2.04 x 10715
0.7 049 6.50x 1071 1.79 x 1078 2.52 x 10~15
08| 064 810x107' 2.04x10°18 3.27 x 10715
09| 081 1.01x107'® 234x10"1'8 3.77 x 10715
1.0| 1.0 1.20 x 10718 2.76 x 1018 4.21 x 10715
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TABLE 2. Absolute values of errors for Example 5.2.

z |Exact m=3,J=1 m=4J=1 m=4J=2
0.0] 0.0 7.60 x 10729 834 x 10720 2.76 x 10~ %2
01| 0.1 750x 1076 1.23x 1077 5.15x 10710
02| 0.2 5.66 x 1076 563 x 1078 7.10 x 10710
0.3 0.3 222x 1076  6.61x1078 7.21x10°6
04| 04 492 x107% 771x10"% 7.21x1077
05| 0.5 2.15x 1075  3.30x1077 7.22x 1077
06| 0.6 1.87 x107%  2.60x107% 827 x 1077
0.7 0.7 475%x107%  239x107% 8.80x 1077
0.8 0.8 763x 1076  241x1076 421 x1077
09| 0.9 716 x 1076 235x107¢ 1.75x 1077
1.0] 1.0 71x1079  1.60x 1078 2.51 x 1018

389

TABLE 3. Absolute values of errors for Example 5.3.

r |Exact m=3,J=1 m=3,J=2 m=2,J=3
0.0 0.0 1.96 x 1073 1.0 x 1077 3.52 x 1076
0.1 0.01 2.45 x 1073 1.5 x 1074 9.51 x 10~7
0.2 | 0.04 2.94 x 1073 2.0x 1074 8.25 x 1078
03| 009 3.43x1073 3.1x 1074 4.32 x 1076
04| 016 3.94x1073 3.9x 1074 1.23 x 1075
05| 025  4.47x1073 4.8 x 1074 1.47 x 107°
06| 0.36 6.12 x 1073 5.9 x 1074 1.03 x 10~°
0.7 0.49 7.02 x 1073 7.1 %1074 2.36 x 1076
08| 064 797x1073 7.9 %1074 9.26 x 10~6
09| 0.81 895x10°3 9.4 x 10~* 2.45 x 1075
1.0 1.0 9.99 x 10~3 1.1 x 1073 3.13 x 1075

6. CONCLUSIONS

In this paper, the Flatlet oblique multiwavelets (FOM) was used to solve the fractional Volterra integro-differential
equation. In this way, first by expanding the unknown function y(x) by the dual functions of flatlet oblique multi-
wavelets and then by constructing the operator matrices related to fractional derivative and Volterra integration, we
converted the fractional Volterra integro-differential equation into a set of algebraic equations and solved this system
of algebraic equations using collocation points that are Newoton-Cotes nodes. Therefore, we obtained a suitable ap-
proximation for the solution of fractional Volterra integro-differential equation, the results of which are presented in
different values of m and J. Also the convergence of method and error analysis were expressed as several theorems
and their proofs. This method is computationally attractive and its practicality is demonstrated through illustra-
tive examples. In this research, we have seen that by increasing the order of Flatlet multiwavelet (m) even using
low-dimensional matrices, an acceptable approximation of the answer with fewer error values can be achieved.
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