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#### Abstract

In this paper, we propose an explicit split-step truncated Milstein method for stochastic differential equations (SDEs) with commutative noise. We discuss the mean-square convergence properties of the new method for numerical solutions of a class of highly nonlinear SDEs in a finite time interval. As a result, we show that the strong convergence rate of the new method can be arbitrarily close to one under some additional conditions. Finally, we use an illustrative example to highlight the advantages of our new findings in terms of both stability and accuracy compared to the results in Guo et al. (2018).
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## 1. Introduction

Stochastic differential equations are the subject of numerous investigations by scientists [15, 20, 23, 25]. The interest in these equations arises mainly from their applications to many models in physics, economics, chemistry, biology, etc. $[1,5,7,15,31]$. However, for the majority of nonlinear SDEs, exact solutions are not known. Therefore, numerical methods become important tools for computing approximate solutions for SDEs [15]. Researchers have proposed several numerical methods to solve such equations and have well studied the convergence properties of these methods under the classical global Lipschitz condition (see, e.g., [3, 4, 6, 10, 19, 24, 26, 27]). However, in many applications, the global Lipschitz and linear growth conditions are perturbed, so most of the proposed methods, such as the EulerMaruyama (EM) and Milstein methods, face violated convergence properties [12]. Higham, Mao, and Stuart [14] first addressed this issue in their influential 2002 paper. They proved that the uniform boundedness of the moments of both the solution of the SDE and its approximation is sufficient for strong convergence. Subsequently, other numerical techniques have been proposed to solve the divergence caused by the nonlinearity of the coefficients of the original system. We can divide these techniques into implicit [5, 14, 21] and modified versions of explicit techniques, and each of them has its advantages and disadvantages. Implicit methods are characterized by strong convergence and have extended stability regions, which are well suited for solving stiff problems $[2,11,29,30]$. However, the implementation of implicit methods requires the solution of an additional algebraic equation at each time step, which can drastically increase the computational cost. Therefore, some explicit numerical methods based on changes in drift and diffusion coefficients have been proposed. These numerical methods include the tamed Euler-Maruyama method [13, 28], the tamed Milstein method [32], the stopped EM method [18], the truncated EM method [22] and, the partially truncated Euler-Maruyama method [8]. More recently, Guo et al. [9] introduced a truncated Milstein method for SDEs with commutative noise. This method was further developed in [16] and, the authors present a new truncated Milstein method with order one convergence similar to the Milstein method for SDEs with global Lipschitz coefficients. Liao et al [17] extended the truncated Milstein method to the nonautonomous SDEs with the superlinear state variable
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and the continuous Hölder time variable. Moreover, Zhan et al. in [33] proposed a truncated Milstein method with convergence of order one in the mean square sense for superlinear SDEs modulated by a Markov chain.

Despite the performance of the truncated Milstein method $[8,16]$ in the convergence order, there is still a drawback. The use of explicit methods is often expensive because of the step size reduction due to stability issues. Therefore, for large step sizes, the ability to preserve the qualitative behavior of the solution of the original system is low [2]. In this paper, we propose as a fully explicit method a split-step truncated Milstein method for solving Itô SDEs. We study the convergence properties of the new method under the non-global Lipschitz condition. Following the ideas in [8], we prove that the new method has a strong convergence rate arbitrarily close to one. Finally, we use an illustrative example to show the efficiency of the proposed method in terms of both stability and accuracy.

The rest of the paper is organized as follows. In the next section, we discussed some basic definitions and preliminary results. Then, in section 3, we propose the split-step truncated method for Itô-SDEs with multidimensional noise and obtain the uniform boundedness of the p-th moments. In section 4, we analyze the convergence properties of this method under the non-global Lipschitz conditions. Finally, in section 5, we implement the new method with an example that confirms the theoretical results.

## 2. Some definitions and preliminary results

Consider the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ satisfying the usual conditions (i.e., it is right continuous and increasing while $\mathcal{F}_{0}$ contains all $\mathbb{P}$-null sets). If $x \in \mathbb{R}^{d}$, let $|x|=\left(x_{1}^{2}+\cdots+x_{d}^{2}\right)^{1 / 2}$ be the Euclidean norm here and throughout the paper. If $A \in \mathbb{R}^{d \times m}$, then $|A|$ denotes the trace norm for the matrix $A$, i.e., $|A|=\sqrt{\operatorname{trace}\left(A^{T} A\right)}$. Moreover, $a \vee b$ and $a \wedge b$ denote the maximum and minimum, respectively, of the numbers $a, b \in \mathbb{R}$. Finally, the indicator function for a set $G$ is denoted by $I_{G}$.

In this paper, we study the numerical solution of the Itô stochastic differential equation

$$
\begin{equation*}
d x(t)=f(x(t)) d t+\sum_{j=1}^{m} g_{j}(x(t)) d B^{j}(t), \quad 0 \leq t \leq T, \quad x(0)=x_{0} \in \mathbb{R}^{d} \tag{2.1}
\end{equation*}
$$

where $B(t)=\left(B_{1}(t), \ldots, B_{m}(t)\right)^{T}$ is an $m$-dimensional Brownian motion defined on the probability space and is $\mathcal{F}_{t^{-}}$ adapted. Here $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is drift and $g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times m}$ with $g=\left(g_{1}, \ldots, g_{m}\right)^{T}$ is the diffusion. In the following, we consider numerical methods on a uniform mesh $t_{n}=n \Delta$ for $n=1, \ldots, N$, with step size $\Delta=T / N$ and $N \in \mathbb{N}$.

One well-known method for approximating the $\operatorname{SDE}$ (2.1) is the Milstein method

$$
\begin{equation*}
Y_{k+1}^{M}=Y_{k}^{M}+f\left(Y_{k}^{M}\right) \Delta+\sum_{j=1}^{m} g_{j}\left(Y_{k}^{M}\right) \Delta B_{j}^{k}+\sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m} L^{j_{1}} g_{j_{2}}\left(Y_{k}^{M}\right) I_{\left(j_{1}, j_{2}\right)} \tag{2.2}
\end{equation*}
$$

where

$$
L^{j_{1}} g_{j_{2}}(x)=\sum_{l=1}^{d} g_{l, j_{1}}(x) G_{j_{2}}^{l}(x), \quad I_{\left(j_{2}, j_{1}\right)}=\int_{t_{k}}^{t_{k+1}}\left(B^{j_{2}}(s)-B^{j_{2}}\left(t_{k}\right)\right) d B^{j_{1}}(s)
$$

In the above relation for $l=1, \ldots, d$ and $j_{2}=1, \ldots, m$, the function $G_{j_{2}}^{l}(x)$ is defined as follows:

$$
\begin{equation*}
G_{j_{2}}^{l}(x):=\frac{\partial}{\partial x^{l}} g_{j_{2}}(x)=\left(\frac{\partial g_{l, j_{2}}(x)}{\partial x^{l}}, \ldots, \frac{\partial g_{d, j_{2}}(x)}{\partial x^{l}}\right)^{T} \tag{2.3}
\end{equation*}
$$

We consider the case of the $\operatorname{SDE}(2.1)$ with commutative noise, i.e., when the diffusion satisfies the commutativity condition

$$
L^{j_{1}} g_{j_{2}}(x)=L^{j_{2}} g_{j_{1}}(x), \quad \forall x \in \mathbb{R}^{d}
$$

for all $j_{1}, j_{2}=1, \ldots, m$. With the help of the well-known property $I_{\left(j_{1}, j_{2}\right)}+I_{\left(j_{2}, j_{1}\right)}=\Delta B_{k}^{j_{1}} \Delta B_{k}^{j_{2}}$ for $j_{1} \neq j_{2}$, the Milstein method (2.2) reduces to the following:

$$
\begin{equation*}
Y_{k+1}^{M}=Y_{k}^{M}+f\left(Y_{k}^{M}\right) \Delta+\sum_{j=1}^{m} g_{j}\left(Y_{k}^{M}\right) \Delta B_{k}^{j}+\frac{1}{2} \sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m} \sum_{l=1}^{d} g_{l, j_{1}}\left(Y_{k}^{M}\right) G_{j_{2}}^{l}\left(Y_{k}^{M}\right)\left(\Delta B_{k}^{j_{1}} \Delta B_{k}^{j_{2}}-\delta_{j_{1}, j_{2}} \Delta\right) \tag{2.4}
\end{equation*}
$$

The Milstein method (2.2) is convergent with order one in the mean square sense under the global Lipschitz condition and the linear growth condition [24]. However, when this condition is perturbed, the Milstein method is shown to be no longer convergent [12]. In the next section, we propose a truncated split-step method suitable for numerical solutions of a class of highly nonlinear SDEs in a finite time interval. To construct this method, we require $f, g \in \mathcal{C}^{2}\left(\mathbb{R}^{d}\right)$. We also estimate the growth rate of the coefficients $f$ and $g$ under the following assumptions.

Assumption 1. There exist real positive constants $K_{1}$ and $r$ such that

$$
|f(x)-f(y)| \vee\left|g_{j}(x)-g_{j}(y)\right| \vee\left|L^{j_{1}} g_{j_{2}}(x)-L^{j_{1}} g_{j_{2}}(y)\right| \leq K_{1}\left(1+|x|^{r}+|y|^{r}\right)|x-y|
$$

for all $x, y \in \mathbb{R}^{d}$ and $j, j_{1}, j_{2}=1, \ldots, m$.
From Assumption 1, we can choose a strictly increasing continuous function $\mu: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $\mu(u) \rightarrow \infty$ as $u \rightarrow \infty$ and

$$
\begin{equation*}
\sup _{0<|x| \vee|y|<u} \frac{|f(x)-f(y)|}{|x-y|} \vee \frac{\left|g_{j}(x)-g_{j}(y)\right|}{|x-y|} \leq \mu(u), \tag{2.5}
\end{equation*}
$$

for any $u \geq 2$ and $j=1, \ldots, m$. Besides, Assumption 1 implies that

$$
\begin{equation*}
|f(x)| \vee\left|g_{j}(x)\right| \leq \lambda_{1}\left(1+|x|^{r+1}\right), \quad \forall j=1, \ldots, m, \quad \forall x \in \mathbb{R}^{d} \tag{2.6}
\end{equation*}
$$

where $\lambda_{1} \in \mathbb{R}_{+}$.
Assumption 2. Suppose for all $p \geq 1$, there exists a positive constant $K_{2}$, dependent on $p$, such that

$$
\begin{equation*}
\langle x-y, f(x)-f(y)\rangle+(2 p-1) \sum_{j=1}^{m}\left|g_{j}(x)-g_{j}(y)\right| \leq K_{2}|x-y|^{2} \tag{2.7}
\end{equation*}
$$

If $f$ and $g$ satisfy in Assumption 2, then for all $p \geq 1$, we can prove

$$
\begin{equation*}
\langle x, f(x)\rangle+(2 p-1) \sum_{j=1}^{m}\left|g_{j}(x)\right| \leq \lambda_{2}\left(1+|x|^{2}\right), \quad \forall x \in \mathbb{R}^{d} \tag{2.8}
\end{equation*}
$$

for some constant $\lambda_{2}>0$ depending on $p$ [9].
Theorem 2.1. [20, pp. 59, Thoprem 4.1] Let Assumptions 1 and 2 hold. Then, the SDE (2.1) with the initial value $x(0)=x_{0} \in \mathbb{R}^{d}$ has a unique global solution $x(t)$. Moreover, for any $t \in[0, T]$, there is a positive constant $C$, that depends on $T, p$, and $x_{0}$, so that

$$
\begin{equation*}
\mathbb{E}|x(t)|^{2 p} \leq C\left(1+|x(0)|^{2 p}\right) \tag{2.9}
\end{equation*}
$$

The following lemma is a natural result of Theorem 2.1, Assumptions 1 and 2, see, e.g., [9, 20].
Lemma 2.2. Let $x$ be a solution of (2.1). If the coefficients of the SDE (2.1) fulfill the Assumptions 1 and 2, then for all $p \geq 1$ and $j=1, \ldots, m$,

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left(\mathbb{E}|x(t)|^{p} \vee \mathbb{E}|f(x(t))|^{p} \vee \mathbb{E}\left|g_{j}(x(t))\right|^{p}\right)<\infty \tag{2.10}
\end{equation*}
$$

Remark 2.3. For any real number $R>\left|x_{0}\right|$, consider the stopping time

$$
\begin{equation*}
\tau_{R}:=\inf \{t \geq 0,|x(t)| \geq R\} \tag{2.11}
\end{equation*}
$$

Based on Theorem 2.1, Guo et al. in [9] indicated that there exists a positive constant $K$ independent of $R$ such that

$$
\begin{equation*}
\mathbb{P}\left(\tau_{R} \leq T\right) \leq \frac{K}{R^{2 p}} \tag{2.12}
\end{equation*}
$$

We will use the fundamental inequality (2.11) to prove the main theorem in Section 4.

Assumption 3. We assume there is a positive constant $K_{3}$ and $r \in \mathbb{R}_{+}$such that

$$
\left|\nabla_{x} f_{i}(z)\right| \vee\left|H_{x} f_{i}(z)\right| \vee\left|\nabla_{x} g_{i, j}(z)\right| \vee\left|H_{x} g_{i, j}(z)\right| \leq K_{3}\left(1+|z|^{r+1}\right), \quad \forall z \in \mathbb{R}^{d}
$$

for $i=1, \ldots, d$ and $j=1, \ldots, m$, where $\nabla_{x} f_{i}$ and $H_{x} f_{i}$ are the gradient vector and the Hessian matrix of $f_{i}$ with respect to the variable $x$, respectively.

## 3. The split-step truncated explicit Milstein method

In what follows, $C$ stands for generic positive real constants that can vary from one place to another and depend on $p, T$, and $x_{0}$ but are independent of the step size $\Delta$. To construct the new method, we assume that the function $\mu$ satisfies the following condition in addition to the properties (2.5)

$$
\begin{equation*}
\sup _{|x|<u}\left(|f(x)| \vee|g(x)| \vee\left|G_{j_{2}}^{l}\right|\right) \leq \mu(u) \tag{3.1}
\end{equation*}
$$

for any $u \geq 2, j=1, \ldots, m$ and $l=1, \ldots, d$. Due to (2.6) and Assumption 3, the function $\mu$ is well-defined. Clearly, $\mu^{-1}:[\mu(0),+\infty) \rightarrow(0,+\infty)$ is a strictly increasing continuous function. Assume there is a number $\Delta^{*} \in(0,1]$ and a strictly decreasing function $h:\left(0, \Delta^{*}\right] \rightarrow(0,+\infty)$ such that $h(\Delta) \rightarrow \infty$ as $\Delta \rightarrow 0$ and for any $\Delta \in\left(0, \Delta^{*}\right]$, we have

$$
\begin{equation*}
\Delta^{1 / 4} h(\Delta) \leq 1, \quad \mu(1) \leq h\left(\Delta^{*}\right) \tag{3.2}
\end{equation*}
$$

For a given step size $\Delta \in\left(0, \Delta^{*}\right]$, let us define the truncation mapping $\pi_{\Delta}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ by $\pi_{\Delta}(x):=\left(\mu^{-1}(h(\Delta)) \wedge|x|\right) \frac{x}{|x|}$, where we set $\frac{x}{|x|}=0$ if $x=0$.
Remark 3.1. For given $x, y \in \mathbb{R}^{d}$ and a fixed $\Delta \in\left(0, \Delta^{*}\right]$, if $|x|>\mu^{-1}(h(\Delta))$ and $|y|>\mu^{-1}(h(\Delta))$, then

$$
\begin{aligned}
\left|\pi_{\Delta}(x)-\pi_{\Delta}(y)\right| & =\left|\frac{\mu^{-1}(h(\Delta))}{|x|}(x-y)+\mu^{-1}(h(\Delta)) y\left(\frac{1}{|x|}-\frac{1}{|y|}\right)\right| \\
& \leq|x-y|+\mu^{-1}(h(\Delta))|y| \frac{| | y|-|x||}{|x||y|} \leq 2|x-y|
\end{aligned}
$$

For $x, y \in \mathbb{R}^{d}$ with $|y|<\mu^{-1}(h(\Delta))<|x|$, set $\alpha:=\frac{\mu^{-1}(h(\Delta))}{|x|}<1$. In this case

$$
\begin{aligned}
\left|\pi_{\Delta}(x)-\pi_{\Delta}(y)\right| & =|\alpha x-y|=|\alpha(x-y)+(\alpha-1) y| \\
& \leq \alpha|x-y|+|y|(1-\alpha)<|x-y|+|y| \frac{|x|-\mu^{-1}(h(\Delta))}{|x|} \\
& <|x-y|+|x|-\mu^{-1}(h(\Delta))<|x-y|+|x|-|y|<2|x-y|
\end{aligned}
$$

So, from the above relations, we can conclude

$$
\begin{equation*}
\left|\pi_{\Delta}(x)-\pi_{\Delta}(y)\right| \leq 2|x-y| \tag{3.3}
\end{equation*}
$$

for all $x, y \in \mathbb{R}^{d}$.
In the following, for a given step size $\Delta \in\left(0, \Delta^{*}\right]$, we define the truncation functions by

$$
\begin{equation*}
\tilde{f}(x):=f\left(\pi_{\Delta}(x)\right), \quad \tilde{g}_{j}(x):=g_{j}\left(\pi_{\Delta}(x)\right), \quad \tilde{G}_{j}^{l}(x):=G_{j}^{l}\left(\pi_{\Delta}(x)\right) \tag{3.4}
\end{equation*}
$$

for $l=1, \ldots, d$ and $j=1, \ldots, m$. It is obvious from (3.1) that

$$
\begin{equation*}
|\tilde{f}(x)| \vee\left|\tilde{g}_{j}(x)\right| \vee\left|\tilde{G}_{j}^{l}(x)\right| \leq h(\Delta), \quad \forall x \in \mathbb{R}^{d} \tag{3.5}
\end{equation*}
$$

Lemma 3.2. ([16, 22]) Let (2.8) hold. Then, for all $\Delta \in\left(0, \Delta^{*}\right]$ and $x \in \mathbb{R}^{d}$

$$
\begin{equation*}
\langle x, \tilde{f}(x)\rangle+(2 p-1) \sum_{j=1}^{m}\left|\tilde{g}_{j}(x)\right| \leq \lambda_{3}\left(1+|x|^{2}\right) \tag{3.6}
\end{equation*}
$$

for some constat $\lambda_{3}$ independent of $\Delta$.

Now, according to the definition of the truncation functions (3.4), we introduce a split-step numerical method for the $\operatorname{SDE}$ (2.1) with $Y_{0}=x_{0}$ and

$$
\begin{align*}
\bar{Y}_{k} & =Y_{k}+\Delta \tilde{f}\left(Y_{k}\right),  \tag{3.7}\\
Y_{k+1} & =\bar{Y}_{k}+\sum_{j=1}^{m} \tilde{g}_{j}\left(\bar{Y}_{k}\right) \Delta B_{k}^{j}+\frac{1}{2} \sum_{j_{1}, j_{2}=1}^{m} \sum_{l=1}^{d} \tilde{g}_{l, j_{1}}\left(\bar{Y}_{k}\right) \tilde{G}_{j_{2}}^{l}\left(\bar{Y}_{k}\right) \Delta B_{k}^{j_{1}} \Delta B_{k}^{j_{2}}-\frac{1}{2} \sum_{j=1}^{m} \sum_{l=1}^{d} \tilde{g}_{l, j}\left(\bar{Y}_{k}\right) \tilde{G}_{j}^{l}\left(\bar{Y}_{k}\right) \Delta . \tag{3.8}
\end{align*}
$$

From now on, to simplify the notation, we set

$$
\begin{equation*}
L^{j_{1}} \tilde{g}_{j_{2}}(x):=\sum_{l=1}^{d} \tilde{g}_{l, j_{1}}(x) \tilde{G}_{j_{2}}^{l}(x) \tag{3.9}
\end{equation*}
$$

Therefore, the proposed method (3.8) reduces to the simple version as below:

$$
\begin{aligned}
\bar{Y}_{k} & =Y_{k}+\Delta \tilde{f}\left(Y_{k}\right), \\
Y_{k+1} & =\bar{Y}_{k}+\sum_{j=1}^{m} \tilde{g}_{j}\left(\bar{Y}_{k}\right) \Delta B_{k}^{j}+\frac{1}{2} \sum_{j_{1}, j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}\left(\bar{Y}_{k}\right)\left(\Delta B_{k}^{j_{1}} \Delta B_{k}^{j_{2}}-\delta_{j_{1}, j_{2}} \Delta\right) .
\end{aligned}
$$

Now, we form a continuous-time version of the truncated split-step Milstein method (3.8). In this regard, first, for any step size $\Delta \in\left(0, \Delta^{*}\right]$ satisfying in (3.2), we define $Y(t)=Y_{k}$ and $\bar{Y}(t)=\bar{Y}_{k}$ for $t_{k} \leq t<t_{k+1}$. Then, continuous-time version of the new method (3.8) is defined by

$$
\begin{equation*}
y(t)=Y(t)+\int_{t_{k}}^{t} \tilde{f}(Y(s)) d s+\sum_{j=1}^{m} \int_{t_{k}}^{t} \tilde{g}_{j}(\bar{Y}(s)) d B^{j}(s)+\sum_{j_{1}=1}^{m} \int_{t_{k}}^{t} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s) \tag{3.10}
\end{equation*}
$$

in which

$$
\begin{equation*}
\Delta B^{j_{2}}(s)=\sum_{k=0}^{\infty} I_{\left[t_{k}, t_{k+1}\right)}\left(B^{j_{2}}(s)-B^{j_{2}}\left(t_{k}\right)\right) \tag{3.11}
\end{equation*}
$$

Since $\bar{Y}(t)=Y(t)+\int_{t_{k}}^{t_{k+1}} \tilde{f}(Y(s)) d s$ for all $t_{k} \leq t<t_{k+1}$, so we can rewrite (3.10) as follows

$$
\begin{equation*}
y(t)-\bar{Y}(t)=-\int_{t}^{t_{k+1}} \tilde{f}(Y(s)) d s+\sum_{j=1}^{m} \int_{t_{k}}^{t} \tilde{g}_{j}(\bar{Y}(s)) d B^{j}(s)+\sum_{j_{1}=1}^{m} \int_{t_{k}}^{t} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s) \tag{3.12}
\end{equation*}
$$

Lemma 3.3. Fix the step size $\Delta \in\left(0, \Delta^{*}\right]$. Then for all $t \geq 0$ and $p \geq 1$

$$
\begin{equation*}
\mathbb{E}\left(|y(t)-Y(t)|^{2 p}\right) \leq C \Delta^{p}(h(\Delta))^{2 p} \tag{3.13}
\end{equation*}
$$

where $C$ is a positive constant independent of $\Delta$.
Proof. Obviously, for all $t \geq 0$, there is a unique integer $k \geq 0$ such that $t_{k} \leq t<t_{k+1}$. Using Hölder inequality and (3.5) we can write

$$
\begin{align*}
\mathbb{E}|\bar{Y}(t)-Y(t)|^{2 p} & =\mathbb{E}\left|\int_{t_{k}}^{t} \tilde{f}(Y(s)) d s\right|^{2 p} \leq \mathbb{E}\left(\int_{t_{k}}^{t}|\tilde{f}(Y(s))|^{2 p} d s\left|\int_{t_{k}}^{t} d s\right|^{2 p-1}\right) \\
& \leq \Delta^{2 p-1} \mathbb{E} \int_{t_{k}}^{t}|\tilde{f}(Y(s))|^{2 p} d s \leq \Delta^{2 p}(h(\Delta))^{2 p} \tag{3.14}
\end{align*}
$$

Now, because of the inequality $\left|\sum_{i=1}^{n} \alpha_{i}\right|^{p} \leq n^{p-1} \sum_{i=1}^{n}\left|\alpha_{i}\right|^{p}$ from (3.10), we have

$$
\begin{equation*}
\mathbb{E}|y(t)-Y(t)|^{2 p} \leq C \mathbb{E}\left(\left|\int_{t_{k}}^{t} \tilde{f}(Y(s)) d s\right|^{2 p}+\left|\sum_{j=1}^{m} \int_{t_{k}}^{t} \tilde{g_{j}}(\bar{Y}(s)) d B^{j}(s)\right|^{2 p}+\left|\sum_{j_{1}=1}^{m} \int_{t_{k}}^{t} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s)\right|^{2 p}\right) \tag{3.15}
\end{equation*}
$$

Then, by Theorem 7.1 in [20] (Page 39), we have

$$
\begin{aligned}
\mathbb{E}|y(t)-Y(t)|^{2 p} & \leq C\left(\Delta^{2 p-1} \mathbb{E} \int_{t_{k}}^{t}|\tilde{f}(Y(s))|^{2 p} d s+\Delta^{\frac{2 p-2}{2}} \sum_{j=1}^{m} \mathbb{E} \int_{t_{k}}^{t}\left|\tilde{g}_{j}(\bar{Y}(s))\right|^{2 p} d s\right. \\
& \left.+\Delta^{\frac{2 p-2}{2}} \sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m} \mathbb{E} \int_{t_{k}}^{t}\left|L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s))\right|^{2 p}\left|\Delta B^{j_{2}}(s)\right|^{2 p} d s\right)
\end{aligned}
$$

Applying the fact that $\mathbb{E}\left|\Delta B^{j_{2}}(s)\right|^{2 p} \leq C \Delta^{p}$ for $s \in\left[t_{k}, t_{k+1}\right)$ and the relation (3.5), we can conclude

$$
\begin{equation*}
\mathbb{E}|y(t)-Y(t)|^{2 p} \leq C\left(\Delta^{2 p}(h(\Delta))^{2 p}+\Delta^{p}(h(\Delta))^{2 p}+\Delta^{2 p}(h(\Delta))^{4 p}\right) \tag{3.16}
\end{equation*}
$$

Lemma 3.4. If the relation (2.8) holds, then for any $T>0$ there is a positive constant $C$ independent of $\Delta \in\left(0, \Delta^{*}\right]$ such that

$$
\begin{equation*}
\sup _{0<\Delta \leq \Delta^{*}}\left(\sup _{0 \leq t \leq T} \mathbb{E}|y(t)|^{2 p}\right) \leq C\left(1+\mathbb{E}|y(0)|^{2 p}\right), \quad \forall p \geq 1 \tag{3.17}
\end{equation*}
$$

Proof. For $t \in\left[t_{k}, t_{k+1}\right)$, we have

$$
y(t)=Y_{k}+\int_{t_{k}}^{t} \tilde{f}(Y(s)) d s+\sum_{j=1}^{m} \int_{t_{k}}^{t} \tilde{g}_{j}(\bar{Y}(s)) d B^{j}(s)+\sum_{j_{1}=1}^{m} \int_{t_{k}}^{t} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s) .
$$

On the other hand, according to the definition $Y_{k}$ and $\bar{Y}_{k}$, we can write

$$
\begin{equation*}
Y_{k}=\bar{Y}_{k-1}+\sum_{j=1}^{m} \int_{t_{k-1}}^{t_{k}} \tilde{g}_{j}\left(\bar{Y}_{k-1}\right) d B^{j}(s)+\sum_{j_{1}, j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}\left(\bar{Y}_{k-1}\right)\left(\int_{t_{k-1}}^{t_{k}}\left(B^{j_{2}}(s)-B^{j_{2}}\left(t_{k-1}\right)\right) d B^{j_{1}}(s)\right) \tag{3.18}
\end{equation*}
$$

in which

$$
\begin{equation*}
\bar{Y}_{k-1}=Y_{k-1}+\Delta \tilde{f}\left(Y_{k-1}\right)=Y_{k-1}+\int_{t_{k-1}}^{t_{k}} \tilde{f}(Y(s)) d s \tag{3.19}
\end{equation*}
$$

So, with definition $\Delta B^{j}(s)$ in (3.11), we obtain

$$
\begin{equation*}
Y_{k}=\bar{Y}_{k-1}+\sum_{j=1}^{m} \int_{t_{k-1}}^{t_{k}} \tilde{g}_{j}(\bar{Y}(s)) d B^{j}(s)+\sum_{j_{1}=1}^{m}\left(\int_{t_{k-1}}^{t_{k}} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s)\right) . \tag{3.20}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
y(t)=Y_{k-1}+\int_{t_{k-1}}^{t} \tilde{f}(Y(s)) d s+\sum_{j=1}^{m} \int_{t_{k-1}}^{t} \tilde{g}_{j}(\bar{Y}(s)) d B^{j}(s)+\sum_{j_{1}=1}^{m} \int_{t_{k-1}}^{t} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s) \tag{3.21}
\end{equation*}
$$

Continuing this process, we can consider $\{y(t)\}_{t \in[0, t)}$ as an Itô process with the integral form

$$
y(t)=y(0)+\int_{0}^{t} U(s) d s+\sum_{j=1}^{m} \int_{0}^{t} V_{j}(s) d B^{j}(s)
$$

in which

$$
\begin{align*}
U(t) & :=\tilde{f}(Y(t)) \\
V_{j}(t) & :=\tilde{g}_{j}(\bar{Y}(t))+\sum_{j_{2}=1}^{m} L^{j} \tilde{g}_{j_{2}}(\bar{Y}(t)) \Delta B^{j_{2}}(t) \tag{3.22}
\end{align*}
$$

Let $f(t, x)=|x|^{2 p}$ and $V(t):=\left[V_{1}(t), \ldots, V_{m}(t)\right]^{T}$, then by the Itô formula

$$
\begin{equation*}
|y(t)|^{2 p}=|y(0)|^{2 p}+\int_{0}^{t}\left(\nabla_{x} f\right)^{T} V(s) d B(s)+\int_{0}^{t}\left\{\frac{\partial f}{\partial t}+\left(\nabla_{x} f\right)^{T} U(s)+\frac{1}{2} \operatorname{trace}\left(V(s)^{T}\left(H_{x} f\right) V(s)\right)\right\} d s \tag{3.23}
\end{equation*}
$$

hold, in which

$$
\begin{equation*}
H_{x} f(t, x)=2 p|x|^{2 p-2} I+4 p(p-1)|x|^{2 p-4} x x^{T} \tag{3.24}
\end{equation*}
$$

Applying some matrix calculation, we obtain

$$
\begin{align*}
\frac{1}{2} \operatorname{trace}\left(V(s)^{T}\left(H_{x} f\right) V(s)\right) & =p|y(s)|^{2 p-2} \operatorname{trace}\left(V(s)^{T} V(s)\right)+2 p(p-1)|y(s)|^{2 p-4} \operatorname{trace}\left(\left(V(s)^{T} y(s)\right)\left(V(s)^{T} y(s)\right)^{T}\right) \\
& \leq 2 p \frac{2 p-1}{2}|y(s)|^{2 p-2} \sum_{j_{1}=1}^{m}\left|V_{j_{1}}(s)\right|^{2} . \tag{3.25}
\end{align*}
$$

By inserting (3.25) in (3.23) and applying expectation, we can write

$$
\mathbb{E}|y(t)|^{2 p} \leq \mathbb{E}|y(0)|^{2 p}+2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle y(s), \tilde{f}(Y(s))\rangle d s+2 p \mathbb{E} \int_{0}^{t} \frac{2 p-1}{2}|y(s)|^{2 p-2} \sum_{j_{1}=1}^{m}\left|V_{j_{1}}(s)\right|^{2} d s
$$

So, we can rewrite the inequality as bellows

$$
\begin{aligned}
\mathbb{E}|y(t)|^{2 p} & \leq \mathbb{E}|y(0)|^{2 p}+2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\left(\langle\bar{Y}(s), \tilde{f}(\bar{Y}(s))\rangle+(2 p-1) \sum_{j_{1}=1}^{m}\left|\tilde{g}_{j_{1}}(\bar{Y}(s))\right|^{2}\right) d s \\
& +2 p(2 p-1) m \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2} \sum_{j_{1}=1}^{m} \sum_{j_{2}=1}^{m}\left|L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s)\right|^{2} d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle y(s)-Y(s), \tilde{f}(Y(s))\rangle d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle Y(s)-\bar{Y}(s), \tilde{f}(Y(s))\rangle d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle\bar{Y}(s)-Y(s), \tilde{f}(Y(s))-\tilde{f}(\bar{Y})(s)\rangle d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle Y(s), \tilde{f}(Y(s))-\tilde{f}(\bar{Y}(s))\rangle d s
\end{aligned}
$$

Therefore, from (3.1) and (3.6), we can conclude that

$$
\begin{align*}
\mathbb{E}|y(t)|^{2 p} & \leq \mathbb{E}|y(0)|^{2 p}+2 p \lambda_{3} \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\left(1+|\bar{Y}(s)|^{2}\right) d s \\
& +2 m^{3} p(2 p-1) \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}|h(\Delta)|^{4} \Delta d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle y(s)-Y(s), \tilde{f}(Y(s))\rangle d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle Y(s)-\bar{Y}(s), \tilde{f}(Y(s))\rangle d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle\bar{Y}(s)-Y(s), \tilde{f}(Y(s))-\tilde{f}(\bar{Y}(s))\rangle d s \\
& +2 p \mathbb{E} \int_{0}^{t}|y(s)|^{2 p-2}\langle Y(s), \tilde{f}(Y(s))-\tilde{f}(\bar{Y}(s))\rangle d s \\
& \leq \mathbb{E}|y(0)|^{2 p}+2 p\left(\lambda_{3} \Pi_{1}+m^{3}(2 p-1) \Pi_{2}+\Pi_{3}\right. \\
& \left.+\Pi_{4}+\Pi_{5}+\Pi_{6}\right) . \tag{3.26}
\end{align*}
$$

Now, by applying the Young inequality that is

$$
\begin{equation*}
x^{2 p-2} y \leq \frac{2 p-2}{2 p} x^{2 p}+\frac{1}{p} y^{p}, \quad \forall p \geq 1, \quad \forall x, y \in \mathbb{R}^{+} \tag{3.27}
\end{equation*}
$$

we try to estimate the values $\Pi_{i}$, for $i=1, \ldots, 6$. Concerning $\Pi_{1}$, we use (3.27) to arrive at

$$
\begin{equation*}
\Pi_{1} \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{2^{3 p-2}}{p} \int_{0}^{t} \mathbb{E}|Y(s)|^{2 p} d s+\frac{2^{p-1}}{p}\left(1+2^{2 p-1} \Delta^{\frac{3 p}{2}}\right) t \tag{3.28}
\end{equation*}
$$

For $\Pi_{2},(3.27)$ and (3.2) gives

$$
\begin{equation*}
\Pi_{2} \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{1}{p} t \tag{3.29}
\end{equation*}
$$

By the relations (3.2), (3.5), (3.27), and Lemma 3.3, we obtain

$$
\begin{align*}
\Pi_{3} & \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{1}{p} \mathbb{E} \int_{0}^{t}|y(s)-Y(s)|^{p}|\tilde{f}(Y(s))|^{p} d s \\
& \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{C}{p} t . \tag{3.30}
\end{align*}
$$

Concerning $\Pi_{4}$, similarly as above, Lemma 3.3 gives

$$
\begin{align*}
\Pi_{4} & \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{1}{p} \mathbb{E} \int_{0}^{t}|Y(s)-\bar{Y}(s)|^{p}|\tilde{f}(Y(s))|^{p} d s \\
& \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{\Delta^{p / 2}}{p} t . \tag{3.31}
\end{align*}
$$

From (3.2), (3.5), (3.27) and Lemma 3.3, we have

$$
\begin{align*}
\Pi_{5} & \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{1}{p} \mathbb{E} \int_{0}^{t}|Y(s)-\bar{Y}(s)|^{p}|\tilde{f}(Y(s))-\tilde{f}(\bar{Y}(s))|^{p} d s \\
& \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{2^{p-1}}{p} \Delta^{p / 2} t . \tag{3.32}
\end{align*}
$$

By the relations (3.2), (3.5), (3.27), Lemma 3.3, the inequality (2.5), and Remark 3.1, we can approximate $\Pi_{6}$ as below

$$
\begin{align*}
\Pi_{6} & \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{1}{2 p} \int_{0}^{t} \mathbb{E}|Y(s)|^{2 p} d s \\
& +\frac{1}{2 p} \mathbb{E} \int_{0}^{t}|\tilde{f}(Y(s))-\tilde{f}(\bar{Y}(s))|^{2 p} d s \\
& \leq \frac{2 p-2}{2 p} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+\frac{1}{2 p} \int_{0}^{t} \mathbb{E}|Y(s)|^{2 p} d s+\frac{1}{2 p} \Delta^{p} t \tag{3.33}
\end{align*}
$$

Inserting (3.28)-(3.33) into (3.26) leads to

$$
\mathbb{E}|y(t)|^{2 p} \leq \mathbb{E}|y(0)|^{2 p}+A_{1} t+A_{2} \int_{0}^{t} \mathbb{E}|y(s)|^{2 p} d s+A_{3} \int_{0}^{t} \mathbb{E}|Y(s)|^{2 p} d s
$$

in which

$$
\begin{aligned}
& A_{1}:=\max \left\{\lambda_{3} 2^{p}\left(1+2^{2 p-1}\right), 2 m^{3}(2 p-1), 2 C, 2^{p}\right\}+1 \\
& A_{2}:=\max \left\{(2 p-2) \lambda_{3},(2 p-2)(2 p-1) m^{3}\right\} \\
& A_{3}:=\lambda_{3} 2^{3 p-1}+1
\end{aligned}
$$

So, we can conclude

$$
\mathbb{E}|y(t)|^{2 p} \leq \mathbb{E}|y(0)|^{2 p}+B_{1} t+B_{2} \int_{0}^{t}\left(\sup _{0 \leq u \leq s} \mathbb{E}|y(s)|^{2 p} d s\right)
$$

for some positive real constants $B_{1}$ and $B_{2}$. As the sum of the right-hand-side terms in the above inequality is an increasing function of $t$, we have

$$
\sup _{0 \leq s \leq t} \mathbb{E}|y(t)|^{2 p} \leq \mathbb{E}|y(0)|^{2 p}+B_{1} t+B_{2} \int_{0}^{t}\left(\sup _{0 \leq u \leq s} \mathbb{E}|y(s)|^{2 p} d s\right)
$$

By the Gronwall inequality, we obtain

$$
\sup _{0 \leq s \leq t} \mathbb{E}|y(t)|^{2 p} \leq C\left(1+\mathbb{E}|y(0)|^{2 p}\right)
$$

which complete the proof.
Remark 3.5. Let (2.8) hold and $\Delta$ in $\left(0, \Delta^{*}\right]$ be fixed. For any $t \in[0, T]$, there is integer number $k$ such that $t \in\left[t_{k}, t_{k+1}\right)$ and $\bar{Y}(t)=\bar{Y}_{k}$. From (3.2), (3.5) and (3.7), we can write

$$
|\bar{Y}(t)| \leq|Y(t)|+\Delta|\tilde{f}(Y(t))| \leq|Y(t)|+\Delta^{3 / 4}
$$

Therefore, by elementary calculation and from Lemma 3.4 we write

$$
\mathbb{E}|\bar{Y}(t)|^{2 p} \leq 2^{2 p-1}\left(\sup _{0 \leq \Delta \leq \Delta^{*}}\left(\sup _{0 \leq t \leq T} \mathbb{E}|Y(t)|^{2 p}\right)+1\right)
$$

which implies

$$
\begin{equation*}
\sup _{0 \leq \Delta \leq \Delta^{*}}\left(\sup _{0 \leq t \leq T} \mathbb{E}|\bar{Y}(t)|^{2 p}\right)<\infty \tag{3.34}
\end{equation*}
$$

Below we present two useful lemmas that are a natural consequence of 3.4 and Remark 3.5, see [9] for more details.
Lemma 3.6. Let $y(t)$ be the numerical approximation generated by (3.10), if Assumptions 1, 2, and 3 hold, then for all $p \geq 1$ and $j_{1}, j_{2}=1, \ldots, m$,

$$
\sup _{0 \leq \Delta \leq \Delta^{*}} \sup _{0 \leq t \leq T}\left(\mathbb{E}|f(y(t))|^{p} \vee \mathbb{E}\left|f^{\prime}(y(t))\right|^{p} \vee \mathbb{E}|g(y(t))|^{p} \vee \mathbb{E} \mid L^{j_{1}}\left(\left.g_{j_{2}}(y(t))\right|^{p}\right)<\infty\right.
$$

Proof. From Lemma 3.4 and Remark 3.5, the result is obvious. It is worth mentioning, because of the relation (3.34) with Assumptions 1, 2, and 3, one can similarly arrive at

$$
\sup _{\Delta \in\left[0, \Delta^{*}\right]} \sup _{t \in[0, T]}\left(\mathbb{E}|f(\bar{Y}(t))|^{p} \vee \mathbb{E}\left|f^{\prime}(\bar{Y}(t))\right|^{p} \vee \mathbb{E}|g(\bar{Y}(t))|^{p} \vee \mathbb{E} \mid L^{j_{1}}\left(\left.g_{j_{2}}(\bar{Y}(t))\right|^{p}\right)<\infty .\right.
$$

Lemma 3.7. For any real number $R>\left|x_{0}\right|+\Delta^{*}\left|f\left(x_{0}\right)\right|$, consider two stopping times

$$
\begin{equation*}
\gamma_{R}:=\inf \{t \geq 0,|\bar{Y}(t)| \geq R\}, \text { and } \rho_{R}:=\inf \{t \geq 0,|y(t)| \geq R\} \tag{3.35}
\end{equation*}
$$

Let the condition (2.8) hold and $R>\left|x_{0}\right|+\Delta^{*}\left|f\left(x_{0}\right)\right|$ be fixed. Then for any sufficiently small step size $\Delta \in\left(0, \Delta^{*}\right]$, there exists positive constant $K^{\prime}$ independent of $R$ and $\Delta$ such that

$$
\begin{equation*}
\mathbb{P}\left(\gamma_{R} \leq T\right) \vee \mathbb{P}\left(\rho_{R} \leq T\right) \leq \frac{K}{R^{2 p}} \tag{3.36}
\end{equation*}
$$

Proof. By (2.8) and Lemma 3.4, we can derive that

$$
\mathbb{E}\left(\left|y\left(\rho_{R} \wedge T\right)\right|^{2 p}\right) \leq K_{1}^{\prime}
$$

for a positive real constant $K_{1}^{\prime}$. Therefore,

$$
R^{2 p} \mathbb{P}\left(\rho_{R} \leq T\right)=\mathbb{E}\left(\left|y\left(\rho_{R}\right)\right|^{2 p} I_{\left\{\rho_{R} \leq T\right\}}\right) \leq \mathbb{E}\left|y\left(\rho_{R} \wedge T\right)\right|^{2 p} \leq K_{1}^{\prime}
$$

On the other hand, by (2.8) and Remark 3.5, one can similarly arrive at

$$
\mathbb{P}\left(\gamma_{R} \leq T\right) \leq \frac{K_{2}^{\prime}}{R^{2 p}}
$$

for some constant $K_{2}^{\prime}$ which complete the proof.

## 4. Convergence analysis

Let $\psi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a twice differentiable function. Then, by Taylor's formula, for each $z_{1}, z_{2} \in \mathbb{R}$, we have

$$
\begin{equation*}
\psi\left(z_{2}\right)-\psi\left(z_{1}\right)=\psi^{\prime}\left(z_{1}\right)\left(z_{2}-z_{1}\right)+R(\psi) \tag{4.1}
\end{equation*}
$$

in which

$$
R(\psi):=\int_{0}^{1}(1-\lambda) \psi^{\prime \prime}\left(z_{1}+\lambda\left(z_{2}-z_{1}\right)\right)\left(z_{2}-z_{1}, z_{2}-z_{1}\right) d \lambda
$$

Here, for arbitrary $z, h_{1}$ and $h_{2}$ in $\mathbb{R}^{d}$, the derivatives have the following expression

$$
\psi^{\prime}(z)\left(h_{1}\right)=\sum_{i=1}^{d} \frac{\partial \psi}{\partial x^{i}} h_{1}^{i}, \quad \psi^{\prime \prime}(z)\left(h_{1}, h_{2}\right)=\sum_{i=1}^{d} \sum_{j=1}^{d} \frac{\partial^{2} \psi}{\partial x^{i} \partial x^{j}} h_{1}^{i} h_{2}^{j} .
$$

For any $t \in\left[t_{k}, t_{k+1}\right)$ from (3.10) and (3.12), by replacing $\psi$ by $g_{i}$ in (4.1), we can write

$$
\begin{equation*}
g_{i}(y(t))-g_{i}(Y(t))=g_{i}^{\prime}(Y(t))\left(\sum_{j=1}^{m} \int_{t_{k}}^{t} \tilde{g}_{j}\left(\bar{Y}(s) d B^{j}(s)\right)+\tilde{R}_{1}\left(g_{i}\right)\right. \tag{4.2}
\end{equation*}
$$

in which

$$
\begin{aligned}
\tilde{R}_{1}\left(g_{i}\right) & =g_{i}^{\prime}(Y(t))\left(\int_{t_{k}}^{t} \tilde{f}(Y(s)) d s+\sum_{j_{1}=1}^{m} \int_{t_{k}}^{t} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s)\right) \\
& +\int_{0}^{1}(1-\lambda) g_{i}^{\prime \prime}(Y(s)+\lambda(y(s)-Y(s)))(y(s)-Y(s), y(s)-Y(s)) d \lambda
\end{aligned}
$$

Similarly, we have

$$
\begin{equation*}
g_{i}(y(t))-g_{i}(\bar{Y}(t))=g_{i}^{\prime}(\bar{Y}(t))\left(\sum_{j=1}^{m} \int_{t_{k}}^{t} \tilde{g}_{j}\left(\bar{Y}(s) d B^{j}(s)\right)+\tilde{R}_{2}\left(g_{i}\right)\right. \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{R}_{2}\left(g_{i}\right) & =g_{i}^{\prime}(\bar{Y}(t))\left(-\int_{t}^{t_{k+1}} \tilde{f}(Y(s)) d s+\sum_{j_{1}=1}^{m} \int_{t_{k}}^{t} \sum_{j_{2}=1}^{m} L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(s)) \Delta B^{j_{2}}(s) d B^{j_{1}}(s)\right) \\
& +\int_{0}^{1}(1-\lambda) g_{i}^{\prime \prime}(\bar{Y}(s)+\lambda(y(s)-\bar{Y}(s)))(y(s)-\bar{Y}(s), y(s)-\bar{Y}(s)) d \lambda
\end{aligned}
$$

In the following, with the help of Assumptions 1 and 2, we prove the next useful lemma.
Lemma 4.1. Let $y(t)$ be the numerical approximation generated by (3.10), if Assumption 1, 2 and 3 hold, then for all $p \geq 1$ and $j=1, \ldots, m$,

$$
\begin{equation*}
\mathbb{E}\left|\tilde{R}_{1}(f)\right|^{p} \vee \mathbb{E}\left|\tilde{R}_{1}\left(g_{j}\right)\right|^{p} \vee \mathbb{E}\left|\tilde{R}_{2}(f)\right|^{p} \vee \mathbb{E}\left|\tilde{R}_{2}\left(g_{j}\right)\right|^{p} \leq C \Delta^{p}(h(\Delta))^{2 p} \tag{4.4}
\end{equation*}
$$

where $C$ is a positive constant independent of $\Delta$.

Proof. Let $j \in\{1, \ldots, m\}$ be fixed. To estimate $\mathbb{E}\left|\tilde{R}_{2}\left(g_{i}\right)\right|^{p}$ from the Hölder inequality, we can write

$$
\begin{align*}
\mathbb{E}\left|\tilde{R}_{2}\left(g_{j}\right)\right|^{p} & \leq C\left[\Delta^{p} \mathbb{E} \mid g_{j}^{\prime}(\bar{Y}(t))\left(\left.\tilde{f}(Y(t))\right|^{p}\right.\right. \\
& +\frac{1}{2^{p}} \sum_{j_{1}, j_{2}=1}^{m} \mathbb{E}\left|g_{j}^{\prime}(\bar{Y}(t))\left(L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(t))\left(\Delta B_{k}^{j_{1}} \Delta B_{k}^{j_{2}}-\delta_{j_{1}, j_{2}} \Delta\right)\right)\right|^{p} \\
& \left.+\mathbb{E}\left|\int_{0}^{1}(1-\lambda) g_{j}^{\prime \prime}(\bar{Y}(s)+\lambda(y(s)-\bar{Y}(s)))(y(s)-\bar{Y}(s), y(s)-\bar{Y}(s)) d \lambda\right|^{p}\right] \\
& \leq C\left[\Sigma_{1}+\Sigma_{2}+\Sigma_{3}\right] \tag{4.5}
\end{align*}
$$

Concerning $\Sigma_{1}$, for $t \in[0, T]$ by the Hölder inequality, Lemma 3.6 and (3.5), we have

$$
\begin{equation*}
\Sigma_{1} \leq \Delta^{p}\left(\mathbb{E}\left|g_{j}^{\prime}(\bar{Y}(t))\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}|\tilde{f}(Y(t))|^{2 p}\right)^{1 / 2} \leq C \Delta^{p}(h(\Delta))^{p} \tag{4.6}
\end{equation*}
$$

For $\Sigma_{2}$, from the Hölder inequality and the Burkholder-Davis-Gundy inequality, by independence of $\Delta B_{k}^{j_{1}}, \Delta B_{k}^{j_{2}}$ and $Y(t)$, we can write

$$
\begin{align*}
\Sigma_{2} & \leq \Delta^{p} \sum_{j_{1}, j_{2}=1}^{m} \mathbb{E}\left|g_{j}^{\prime}(\bar{Y}(t))\left(L^{j_{1}} \tilde{g}_{j_{2}}(\bar{Y}(t))\right)\right|^{p}  \tag{4.7}\\
& \leq \Delta^{p} \sum_{j_{1}, j_{2}=1}^{m}\left[\mathbb{E}\left|g_{j}^{\prime}(\bar{Y}(t))\right|^{2 p} \mathbb{E} \mid L^{j_{1}} \tilde{g}_{j_{2}}\left(\left.\bar{Y}(t)\right|^{2 p}\right]^{1 / 2} \leq C \Delta^{p}(h(\Delta))^{2 p}\right.
\end{align*}
$$

Finally, from Assumption 3, the Jensen inequality, the Hölder inequality, and Lemma 3.4, one can derive

$$
\begin{align*}
\Sigma_{3} & \leq \int_{0}^{1}(1-\lambda)^{p} \mathbb{E}\left|g_{j}^{\prime \prime}(\bar{Y}(t)+\lambda(y(t)-\bar{Y}(t)))(y(t)-\bar{Y}(t), y(t)-\bar{Y}(s))\right|^{p} d \lambda \\
& \leq \int_{0}^{1}\left[\mathbb{E}\left|g_{j}^{\prime \prime}(\bar{Y}(t)+\lambda(y(s)-\bar{Y}(t)))\right|^{2 p} \mathbb{E}|y(t)-\bar{Y}(t)|^{4 p}\right]^{1 / 2} d \lambda \\
& \leq C\left(1+\mathbb{E}|y(t)|^{2 p(r+1)}+\mathbb{E}|\bar{Y}(t)|^{2 p(r+1)}\right)^{1 / 2}\left(\mathbb{E}|y(t)-\bar{Y}(t)|^{4 p}\right)^{1 / 2} \\
& \leq \Delta^{p}(h(\Delta))^{2 p} . \tag{4.8}
\end{align*}
$$

Substituting, (4.1)-(4.8) into (4.5), we obtain the desired assertion for $\mathbb{E}\left|\tilde{R}_{2}\left(g_{i}\right)\right|^{p}$. For to the same reason, the other terms in (4.4) are proven.

Here, following two theorems, we show that if Assumptions 1, 2, and 3 hold, the associated split-step truncated Milstein method, defined as (3.10), has a strong rate of convergence close to one in the mean square sense. In this context, we define $e(t):=x(t)-y(t)$ for $0 \leq t \leq T$ as the global error. Moreover, for each real number $R>\left|x_{0}\right|+\Delta^{*}\left|f\left(x_{0}\right)\right|$ we consider the stopping times $\tau_{R}, \rho_{R}$ and $\gamma_{R}$ defined in (2.11) and (3.35).
Theorem 4.2. Consider any given real number $R>\left|x_{0}\right|+\Delta^{*}\left|f\left(x_{0}\right)\right|$. If the coefficients of SED (2.1) satisfy Assumptions 1-3, then for any step size $\Delta \in\left(0, \Delta^{*}\right]$ with property $\mu^{-1}(h(\Delta)) \geq R$ and for any $p \geq 1$

$$
\begin{equation*}
\mathbb{E}\left(|e(t \wedge \theta)|^{2 p}\right) \leq C \max \left\{\Delta^{p+1}, \Delta^{2 p}(h(\Delta))^{4 p}\right\} \tag{4.9}
\end{equation*}
$$

where $\theta:=\tau_{R} \wedge \rho_{R} \wedge \gamma_{R}$.
Proof. We try to estimate $e(t \wedge \theta)$ for the approximation solution $y(t)$. In this regard, from relations (2.1) and (3.10), we can write

$$
\begin{equation*}
e(t \wedge \theta)=\int_{0}^{t \wedge \theta}\left(f(x(s)-\tilde{f}(Y(s))) d s+\sum_{i=1}^{m} \int_{0}^{t \wedge \theta}\left(g_{i}(x(s))-\tilde{g}_{j}(\bar{Y}(s))-\sum_{j=1}^{m} L^{j} \tilde{g}_{i}(\bar{Y}(s)) \Delta B^{j}(s)\right) d B^{i}(s) .\right. \tag{4.10}
\end{equation*}
$$

Following the similar approach presented in Theorem 3.4 in [9], we can use the Itô formula to write for any $0 \leq t \leq T$

$$
\begin{align*}
\mathbb{E}\left(\mid e\left(\left.t \wedge \theta\right|^{2 p}\right)\right. & =2 p \mathbb{E} \int_{0}^{t \wedge \theta}|e(s)|^{2 p-2}\langle x(s)-y(s), f(x(s))-\tilde{f}(Y(s))\rangle d s \\
& \left.+2 p \sum_{i=1}^{m} \mathbb{E} \int_{0}^{t \wedge \theta}|e(s)|^{2 p-2} \frac{2 p-1}{2} \right\rvert\, g_{i}(x(s))-\tilde{g}_{i}(\bar{Y}(s)) \\
& -\left.\sum_{j=1}^{m} L^{j} \tilde{g}_{i}(\bar{Y}(s)) \Delta B^{j}(s)\right|^{2} d s \tag{4.11}
\end{align*}
$$

In (4.11), the real values $s$ have been placed at the interval $[0, t \wedge \theta]$, so $|Y(s)| \vee|\bar{Y}(s)|<R$. Given that $\mu^{-1}(h(\Delta)) \geq R$, we have $|Y(s)| \vee|\bar{Y}(s)|<\mu^{-1}(h(\Delta))$. Therefore, from (4.11) and (4.3), we can write

$$
\begin{align*}
\mathbb{E}\left(\mid e\left(\left.t \wedge \theta\right|^{2 p}\right)\right. & \leq 2 p \mathbb{E} \int_{0}^{t \wedge \theta}|e(s)|^{2 p-2}(\langle x(s)-y(s), f(x(s))-f(y(s))\rangle \\
& \left.+(2 p-1) \sum_{j=1}^{m}\left|g_{i}(x(s))-g_{i}(y(s))\right|^{2}\right) d s+2 p \Gamma  \tag{4.12}\\
& +2 p(2 p-1) \sum_{i=1}^{m} \mathbb{E} \int_{0}^{t \wedge \theta}|e(s)|^{2 p-2}\left|\tilde{R}_{2}\left(g_{i}\right)\right|^{2} d s
\end{align*}
$$

in which $\Gamma:=\mathbb{E} \int_{0}^{t \wedge \theta}|e(s)|^{2 p-2}\langle x(s)-y(s), f(y(s))-f(Y(s))\rangle d s$. Now, by applying Assumption 2 and the Young inequality (3.27) we obtain

$$
\mathbb{E}\left(\mid e\left(\left.t \wedge \theta\right|^{2 p}\right) \leq C\left(\mathbb{E} \int_{0}^{t \wedge \theta}|e(s)|^{2 p} d s+\sum_{i=1}^{m} \mathbb{E} \int_{0}^{t \wedge \theta}\left(|e(s)|^{2 p}+\left|\tilde{R}_{2}\left(g_{i}\right)\right|^{2 p}\right) d s\right)+2 p \Gamma\right.
$$

To approximate $\Gamma$, one can write with the help of the Young inequality (3.27) and the Hölder inequality

$$
\begin{align*}
\Gamma & \leq C \mathbb{E} \int_{0}^{t \wedge \theta}\left(|e(s)|^{2 p}+\left|\left\langle x(s)-y(s), \tilde{R}_{1}(f)\right\rangle\right|^{p}\right) d s \\
& +\frac{2^{p-1}}{p} \mathbb{E} \int_{0}^{t \wedge \theta}\left|\left\langle x(s)-y(s), f^{\prime}(Y(s))\left(\sum_{j=1}^{m} \int_{t_{k_{s}}}^{s} g_{j}\left(\bar{Y}\left(s_{1}\right)\right) d B^{j}\left(s_{1}\right)\right)\right\rangle\right|^{p} d s \\
& \leq C \mathbb{E} \int_{0}^{t \wedge \theta}\left(|e(s)|^{2 p}+\left|\tilde{R}_{1}(f)\right|^{2 p}\right) d s+\frac{2^{p-1}}{p} J, \tag{4.13}
\end{align*}
$$

in which

$$
\begin{equation*}
J:=\mathbb{E} \int_{0}^{t \wedge \theta}\left|\left\langle x(s)-y(s), f^{\prime}(Y(s))\left(\sum_{j=1}^{m} \int_{t_{k_{s}}}^{s} g_{j}\left(\bar{Y}\left(s_{1}\right)\right) d B^{j}\left(s_{1}\right)\right)\right\rangle\right|^{p} d s \tag{4.14}
\end{equation*}
$$

Here, $k_{s}$ is the greatest integer number such that $t_{k_{s}} \leq s<t_{k_{s}+1}$. Therefore, it remains to estimate the last term in (4.13). In this regard, by consider $J_{k_{s}}:=f^{\prime}(Y(s))\left(\sum_{j=1}^{m} \int_{t_{k_{s}}}^{s} g_{j}\left(\bar{Y}\left(s_{1}\right)\right) d B^{j}\left(s_{1}\right)\right)$ from Lemma 3.6, we have

$$
\begin{align*}
\mathbb{E}\left|J_{k_{s}}\right|^{2 p} & =\mathbb{E}\left|\sum_{j=1}^{m} \int_{t_{k_{s}}}^{s} f^{\prime}(Y(s))\left(g_{j}\left(\bar{Y}\left(s_{1}\right)\right)\right) d B^{j}\left(s_{1}\right)\right|^{2 p}  \tag{4.15}\\
& \leq m^{2 p-1} \sum_{j=1}^{m} \mathbb{E}\left|\int_{t_{k_{s}}}^{s} f^{\prime}(Y(s))\left(g_{j}\left(\bar{Y}\left(s_{1}\right)\right)\right) d B^{j}\left(s_{1}\right)\right|^{2 p} \\
& \leq m^{2 p-1}(p(2 p-1))^{p} \Delta^{(p-1)} \sum_{j=1}^{m} \mathbb{E} \int_{t_{k_{s}}}^{s}\left|f^{\prime}(Y(s))\left(g_{j}\left(\bar{Y}\left(s_{1}\right)\right)\right)\right|^{2 p} d s \\
& \leq m^{2 p-1}(p(2 p-1))^{p} \Delta^{p} \sum_{j=1}^{m} \mathbb{E}\left|f^{\prime}\left(Y_{k_{s}}\right) g_{j}\left(\bar{Y}_{k_{s}}\right)\right|^{2 p} \leq C \Delta^{p}
\end{align*}
$$

On the other hand, since $t_{k_{s}} \leq s<t_{k_{s}+1}$, we have

$$
\begin{aligned}
x(s)-y(s) & =\left(x\left(t_{k_{s}}\right)-Y_{k_{s}}\right)+\int_{t_{k}}^{s}\left[f\left(x(u)-f\left(x\left(t_{k_{s}}\right)\right)\right] d u\right. \\
& -\left(s-t_{k_{s}}\right) f\left(Y_{k_{s}}\right)+\left(s-t_{k_{s}}\right) f\left(x\left(t_{k_{s}}\right)\right) \\
& +\sum_{i=1}^{m} \int_{t_{k}}^{s}\left[g_{i}(x(u))-g_{i}(\bar{Y}(u))-\sum_{j=1}^{m} L^{j} g_{i}(\bar{Y}(u)) \Delta B^{j}(u)\right] d B^{i}(u) .
\end{aligned}
$$

So with some simplifications, we can deduce

$$
\begin{align*}
x(s)-y(s) & =\left(x\left(t_{k_{s}}\right)-Y_{k_{s}}\right)+\int_{t_{k_{s}}}^{s}\left[f\left(x(u)-f\left(x\left(t_{k_{s}}\right)\right)\right] d u+\beta_{k_{s}}\right. \\
& +\sum_{i=1}^{m} \int_{t_{k_{s}}}^{s}\left[g_{i}(x(u))-g_{i}(y(u))+\tilde{R}_{2}\left(g_{i}\right)\right] d B^{i}(u) \tag{4.16}
\end{align*}
$$

in which

$$
\begin{equation*}
\beta_{k_{s}}:=\left(s-t_{k_{s}}\right)\left(f\left(x\left(t_{k_{s}}\right)\right)-f\left(Y_{k_{s}}\right)\right) . \tag{4.17}
\end{equation*}
$$

Inserting the expression (4.16) into (4.14) gives

$$
\begin{align*}
J & \leq 5^{p-1} \mathbb{E} \int_{0}^{t \wedge \theta} \mid\left\langle\left.\int_{t_{k_{s}}}^{s}\left[f\left(x(u)-f\left(x\left(t_{k_{s}}\right)\right)\right] d u, J_{k_{s}}\right\rangle\right|^{p} d s\right. \\
& +5^{p-1} \mathbb{E} \int_{0}^{t \wedge \theta}\left|\left\langle\sum_{i=1}^{m} \int_{t_{k_{s}}}^{s}\left[g_{i}(x(u))-g_{i}(y(u))\right] d B^{i}(u), J_{k_{s}}\right\rangle\right|^{p} d s \\
& +5^{p-1} \mathbb{E} \int_{0}^{t \wedge \theta}\left|\left\langle\sum_{i=1}^{m} \int_{t_{k_{s}}}^{s} \tilde{R}_{2}\left(g_{i}\right) d B^{i}(u), J_{k_{s}}\right\rangle\right|^{p} d s+\mathbb{E} \int_{0}^{t \wedge \theta}\left|\left\langle\beta_{k_{s}}, J_{k_{s}}\right\rangle\right|^{p} d s \\
& +5^{p-1} \mathbb{E} \int_{0}^{t \wedge \theta}\left|\left\langle x\left(t_{k_{s}}\right)-Y_{k_{s}}, J_{k_{s}}\right\rangle\right|^{p} d s \\
& :=5^{p-1}\left(J_{1}+J_{2}+J_{3}+J_{4}+J_{5}\right) . \tag{4.18}
\end{align*}
$$

For $J_{1}$, we use the Hölder inequality and (4.15) and Lemma 3.5 in [32], to arrive at

$$
\begin{align*}
J_{1} & \leq \mathbb{E} \int_{0}^{t \wedge \theta}\left(\left|\int_{t_{k_{s}}}^{s}\left[f(x(u))-f\left(x\left(t_{k_{s}}\right)\right)\right] d u\right|^{p}\left|J_{k_{s}}\right|^{p}\right) d s \\
& \leq \int_{0}^{t \wedge \theta}\left(\mathbb{E}\left|\int_{t_{k_{s}}}^{s}\left[f(x(u))-f\left(x\left(t_{k_{s}}\right)\right)\right] d u\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \Delta^{\frac{2 p-1}{2}} \int_{0}^{t \wedge \theta}\left(\mathbb{E} \int_{t_{k_{s}}}^{s}\left|f(x(u))-f\left(x\left(t_{k_{s}}\right)\right)\right|^{2 p} d u\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq C \Delta^{\frac{2 p-1}{2}} \int_{0}^{t \wedge \theta}\left(\int_{t_{k_{s}}}^{s}\left\|f(x(u))-f\left(x\left(t_{k_{s}}\right)\right)\right\|_{L^{2 p}\left(\Omega ; \mathbb{R}^{d}\right)}^{2 p} d u\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq C_{p, T} \Delta^{2 p} . \tag{4.19}
\end{align*}
$$

Concerning $J_{2}$, we apply the Young inequality with $\varepsilon>0$ that is

$$
\begin{equation*}
x y \leq \frac{x^{2}}{2 \varepsilon}+\frac{\varepsilon y^{2}}{2} \tag{4.20}
\end{equation*}
$$

So, from (4.20) with $\varepsilon=\Delta^{p}(h(\Delta))^{2 p}$ and the relation (2.5) with $u=\mu^{-1}(h(\Delta))$, we have

$$
\begin{align*}
J_{2} & \leq \mathbb{E} \int_{0}^{t \wedge \theta}\left(\mid \sum_{i=1}^{m} \int_{t_{k_{s}}}^{s}\left[\left.g_{i}\left(x(u)-g_{i}(y(u))\right] d B^{i}(u)\right|^{p}\left|J_{k_{s}}\right|^{p}\right) d s\right. \\
& \leq \int_{0}^{t \wedge \theta}\left(\frac{C_{p, T}}{2 \varepsilon} \sum_{i=1}^{m} \mathbb{E} \left\lvert\, \int_{t_{k_{s}}}^{s}\left[\left.g_{i}\left(x(u)-g_{i}(y(u))\right] d B^{i}(u)\right|^{2 p}+\frac{\varepsilon}{2} \mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right) d s\right.\right. \\
& \leq \int_{0}^{t \wedge \theta}\left(\left.C_{p, T} \frac{p(2 p-1)}{2 \varepsilon} \Delta^{p-1} \sum_{i=1}^{m} \mathbb{E} \int_{t_{k_{s}}}^{s} \right\rvert\, g_{i}\left(x(u)-\left.g_{i}(y(u))\right|^{2 p} d u+\frac{\varepsilon}{2} \mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right) d s\right. \\
& \leq \int_{0}^{t \wedge \theta}\left(C_{p, T} m \frac{p(2 p-1)}{2} \sup _{0 \leq u \leq s} \mathbb{E}|e(u)|^{2 p}+\frac{\Delta^{p}(h(\Delta))^{2 p}}{2} \mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right) d s \\
& \leq C_{p, T} \int_{0}^{t \wedge \theta} \sup _{0 \leq u \leq s} \mathbb{E}|e(u)|^{2 p} d s+C_{p, T} \Delta^{2 p}(h(\Delta))^{2 p} . \tag{4.21}
\end{align*}
$$

For $J_{3}$, by using Hölder's inequality, Lemma 4.1 and (4.15), we have

$$
\begin{aligned}
J_{3} & \leq \mathbb{E} \int_{0}^{t \wedge \theta}\left(\left|\sum_{i=1}^{m} \int_{t_{k_{s}}}^{s} \tilde{R}_{2}\left(g_{i}\right) d B^{i}(u)\right|^{p}\left|J_{k_{s}}\right|^{p}\right) d s \\
& \leq \int_{0}^{t \wedge \theta}\left(\mathbb{E}\left|\sum_{i=1}^{m} \int_{t_{k_{s}}}^{s} \tilde{R}_{2}\left(g_{i}\right) d B^{i}(u)\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \int_{0}^{t \wedge \theta}\left(\sum_{i=1}^{m} \mathbb{E}\left|\int_{t_{k_{s}}}^{s} \tilde{R}_{2}\left(g_{i}\right) d B^{i}(u)\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \int_{0}^{t \wedge \theta}\left((p(2 p-1))^{p} \Delta^{p-1} \sum_{i=1}^{m} \mathbb{E} \int_{t_{k_{s}}}^{s}\left|\tilde{R}_{2}\left(g_{i}\right)\right|^{2 p} d u\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \int_{0}^{t \wedge \theta}\left((p(2 p-1))^{p} m \Delta^{3 p}(h(\Delta))^{4 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \leq C \Delta^{2 p}(h(\Delta))^{2 p} .
\end{aligned}
$$

To approximate $J_{4}$, we split it into two terms as below:

$$
\begin{align*}
J_{4} \leq \mathbb{E} \int_{0}^{t \wedge \theta}\left(\left|\beta_{k_{s}}\right|^{p}\left|J_{k_{s}}\right|^{p}\right) d s & =\sum_{l=0}^{k_{t \wedge \theta}-1} \mathbb{E} \int_{t_{l}}^{t_{l+1}}\left(\left|\beta_{l}\right|^{p}\left|J_{l}\right|^{p}\right) d s+\mathbb{E} \int_{k_{t \wedge \theta}}^{t \wedge \theta}\left(\left|\beta_{k_{t \wedge \theta}}\right|^{p}\left|J_{k_{t \wedge \theta}}\right|^{p}\right) d s \\
& :=J_{41}+J_{42} . \tag{4.22}
\end{align*}
$$

Concerning $J_{41}$, first, we use the Hölder inequality and the relations (4.15) and (2.5) with $u=\mu^{-1}(h(\Delta))$. Then, by the Young inequality (4.20) with $\varepsilon=8 \times 10^{p-1}$, we have

$$
\begin{aligned}
J_{41} & \leq \sum_{l=0}^{k_{t \wedge \theta}-1} \int_{t_{l}}^{t_{l+1}}\left(\mathbb{E}\left|\beta_{l}\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{l}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq C \sum_{l=0}^{k_{t \wedge \theta}-1} \int_{t_{l}}^{t_{l+1}} \Delta^{\frac{p}{2}}\left(\mathbb{E}\left|\beta_{l}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq C \sum_{l=0}^{k_{t \wedge \theta}-1} \int_{t_{l}}^{t_{l+1}} \Delta^{\frac{3 p}{2}}(h(\Delta))^{p}\left(\mathbb{E}\left|e\left(t_{l}\right)\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \Delta^{\frac{p}{4}}\left(\sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}\right)^{1 / 2}\left(C_{p, T} \Delta^{p}\right) \leq \frac{5}{8} \times 10^{-p} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}+C \Delta^{2 p} .
\end{aligned}
$$

Following the same approach as in the estimation of $J_{41}$, one can similarly arrive at

$$
\begin{aligned}
J_{42} & \leq \mathbb{E}\left(\sum_{l=0}^{k_{t \wedge \theta}-1} \int_{t_{l}}^{t_{l+1}}\left(\left|\beta_{l}\right|^{p}\left|J_{l}\right|^{p}\right) d s+\int_{k_{t \wedge \theta}}^{t \wedge \theta}\left(\left|\beta_{k_{t \wedge \theta}}\right|^{p}\left|J_{k_{t \wedge \theta}}\right|^{p}\right) d s\right) \\
& \leq \int_{0}^{t \wedge \theta}\left(\mathbb{E}\left|\beta_{k_{s}}\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \leq C \int_{0}^{t \wedge \theta} \Delta^{\frac{p}{2}}\left(\mathbb{E}\left|\beta_{k_{s}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq C \int_{0}^{t \wedge \theta} \Delta^{\frac{3 p}{2}}(h(\Delta))^{p}\left(\mathbb{E}\left|e\left(t_{k_{s}}\right)\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \Delta^{\frac{p}{4}}\left(\sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}\right)^{1 / 2}\left(C_{p, T} \Delta^{p}\right) \leq \frac{5}{8} \times 10^{-p} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}+C \Delta^{2 p} .
\end{aligned}
$$

Now, it remains to approximate $J_{5}$. Similarly, we split $J_{5}$ as below:

$$
\begin{align*}
J_{5} & \leq \mathbb{E} \int_{0}^{t \wedge \theta}\left|\left\langle x_{t_{k_{s}}}-Y_{k_{s}}, J_{k_{s}}\right\rangle\right|^{p} d s=\sum_{l=0}^{k_{t \wedge \theta}-1} \mathbb{E} \int_{t_{l}}^{t_{l+1}}\left|\left\langle x_{t_{l}}-Y_{l}, J_{l}\right\rangle\right|^{p} d s \\
& +\mathbb{E} \int_{k_{t \wedge \theta}}^{t \wedge \theta}\left|\left\langle x_{t_{k_{t \wedge \theta}}}-Y_{k_{t \wedge \theta}}, J_{k_{t \wedge \theta}}\right\rangle\right|^{p} d s:=J_{51}+J_{52} . \tag{4.23}
\end{align*}
$$

By applying (4.15), the Hölder inequality and the Young inequality (4.20) with $\varepsilon=8 \times 10^{p-1}$, we obtain

$$
\begin{aligned}
J_{51} & \leq \sum_{l=0}^{k_{t \wedge \theta}-1} \int_{t_{l}}^{t_{l+1}}\left(\mathbb{E}\left|x_{t_{l}}-Y_{l}\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{l}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq\left(\sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}\right)^{1 / 2} \sum_{l=0}^{k_{t \wedge \theta}-1} \int_{t_{l}}^{t_{l+1}}\left(\mathbb{E}\left|J_{l}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \frac{5}{8} \times 10^{-p} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}+\left(C \sum_{l=0}^{k_{t \wedge \theta}-1} \int_{t_{l}}^{t_{l+1}}\left(\mathbb{E}\left|J_{l}\right|^{2 p}\right)^{1 / 2} d s\right)^{2} \\
& \leq \frac{5}{8} \times 10^{-p} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}+C \sum_{l=0}^{k_{t \wedge \theta}-1} \Delta \int_{t_{l}}^{t_{l+1}} \mathbb{E}\left|J_{l}\right|^{2 p} d s \\
& \leq \frac{5}{8} \times 10^{-p} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}+C \Delta^{p+1} .
\end{aligned}
$$

Finally, it results for $J_{52}$, similarly as above, that

$$
\begin{aligned}
J_{52} & \leq \int_{k_{t \wedge \theta}}^{t \wedge \theta}\left(\mathbb{E}\left|x_{t_{k_{t \wedge \theta}}}-Y_{k_{t \wedge \theta}}\right|^{2 p}\right)^{1 / 2}\left(\mathbb{E}\left|J_{k_{t \wedge \theta}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq\left(\sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}\right)^{1 / 2} \int_{k_{t \wedge \theta}}^{t \wedge \theta}\left(\mathbb{E}\left|J_{k_{t \wedge \theta}}\right|^{2 p}\right)^{1 / 2} d s \\
& \leq \frac{5}{8} \times 10^{-p} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}+C \Delta^{p+2} .
\end{aligned}
$$

By inserting $J_{i}$ for $i=1, \ldots, 5$ into (4.18) and then (4.13), we have

$$
\begin{aligned}
\mathbb{E}\left(\mid e\left(\left.t \wedge \theta\right|^{2 p}\right)\right. & \leq C\left(\mathbb{E} \int_{0}^{t \wedge \theta}\left(|e(s)|^{2 p}+\left|\tilde{R}_{1}(f)\right|^{2 p}\right) d s+\sum_{i=1}^{m} \mathbb{E} \int_{0}^{t \wedge \theta}\left|\tilde{R}_{2}\left(g_{i}\right)\right|^{2 p} d s\right) \\
& +\frac{1}{2} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p}+C \max \left\{\Delta^{p+1}, \Delta^{2 p}(h(\Delta))^{4 p}\right\} \\
& \leq C \mathbb{E} \int_{0}^{t \wedge \theta} \sup _{0 \leq u \leq s} \mathbb{E}|e(u)|^{2 p} d s+\frac{1}{2} \sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p} \\
& +C \max \left\{\Delta^{p+1}, \Delta^{2 p}(h(\Delta))^{4 p}\right\} .
\end{aligned}
$$

Therefore, we can conclude

$$
\sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p} \leq C\left(\mathbb{E} \int_{0}^{t \wedge \theta} \sup _{0 \leq u \leq s} \mathbb{E}|e(u)|^{2 p} d s+\max \left\{\Delta^{p+1}, \Delta^{2 p}(h(\Delta))^{4 p}\right\}\right)
$$

where $C$ is a positive constant independent of the step size $\Delta$. By applying the Gronwall inequality, we see

$$
\sup _{0 \leq u \leq t \wedge \theta} \mathbb{E}|e(u)|^{2 p} \leq C \max \left\{\Delta^{p+1}, \Delta^{2 p}(h(\Delta))^{4 p}\right\}
$$

To prove the strong convergence rate of the split-step truncated method (3.10), we state the following theorem. It is worth noting that in this context we adopt the idea of the proof from Theorem 2.1 in [9].

Theorem 4.3. Let the conditions of Assumptions 1 to 3 be satisfied, then there is also a positive real number $\Delta^{*}$ satisfying (3.2). For any $\Delta \in\left(0, \Delta^{*}\right]$ and $q \in(1,+\infty)$, let $R_{\Delta}^{(q)}:=\left(\Delta(h(\Delta))^{2}\right)^{-1 /(q-1)}$. If there exist $0<\delta \leq \Delta^{*}$ and $q \in(1,+\infty)$ such that

$$
\begin{equation*}
\mu^{-1}(h(\Delta)) \geq R_{\Delta}^{(q)}, \quad \forall \Delta \in(0, \delta] \tag{4.24}
\end{equation*}
$$

then, for sufficiently small $\Delta \in\left(0, \Delta^{*}\right]$, there is a positive constant $C$ independent of $\Delta$ such that

$$
\begin{equation*}
\mathbb{E}\left|x(T)-y_{N}\right|^{2} \leq C \Delta^{2}(h(\Delta))^{4} \tag{4.25}
\end{equation*}
$$

for some $N=T / \Delta \in \mathbb{N}$.
Proof. The proof of this theorem is very similar to Theorem 2.1 in [9]. We choose $q \in(1,+\infty)$ and $\delta>0$ such that the value $R_{\Delta}^{(q)}$ satisfies the relation (4.24). From now on, let $\Delta \in(0, \delta)$ be a fixed positive number. For this setting, we have

$$
\begin{align*}
\mathbb{E}\left|x(T)-y_{N}\right|^{2} & =\mathbb{E}\left(\left|x(T)-y_{N}\right|^{2} I_{\{\theta>T\}}\right)+\mathbb{E}\left(\left|x(T)-y_{N}\right|^{2} I_{\{\theta \leq T\}}\right) \\
& :=\Upsilon_{1}+\Upsilon_{2} \tag{4.26}
\end{align*}
$$

By applying Theorem 4.2 for $p=1$, we obtain

$$
\begin{equation*}
\Upsilon_{1} \leq C \Delta^{2}(h(\Delta))^{4} \tag{4.27}
\end{equation*}
$$

Concerning, $\Upsilon_{2}$, we use the Young inequality that is

$$
\begin{equation*}
x^{2} y \leq \frac{\varepsilon}{q} x^{2 q}+\frac{q-1}{q \varepsilon^{1 /(q-1)}} y^{q /(q-1)}, \quad \forall q \in(1, \infty) \tag{4.28}
\end{equation*}
$$

for any positive $\varepsilon$, see [9] for more details. Therefore, for any $\varepsilon>0$ and $q>1$, we have

$$
\begin{equation*}
\Upsilon_{2} \leq \frac{\varepsilon}{q} \mathbb{E}\left(\left|x(T)-y_{N}\right|^{2 q}\right)+\frac{q-1}{q \varepsilon^{1 /(q-1)}} \mathbb{P}\left(\theta_{R_{\Delta}^{(q)}} \leq T\right) \tag{4.29}
\end{equation*}
$$

Due to Theorem 2.1 and Lemma 3.4, we can find constant $C$ independent of $\Delta$ such that

$$
\begin{equation*}
\mathbb{E}\left(\left|x(T)-y_{N}\right|^{2 q}\right) \leq C \tag{4.30}
\end{equation*}
$$

On the other hand, by applying Remark 2.3 and Lemma 3.7, we have

$$
\begin{equation*}
\mathbb{P}\left(\theta_{R_{\Delta}^{(q)}} \leq T\right) \leq \mathbb{P}\left(\tau_{R_{\Delta}^{(q)}} \leq T\right)+\mathbb{P}\left(\gamma_{R_{\Delta}^{(q)}} \leq T\right)+\mathbb{P}\left(\rho_{R_{\Delta}^{(q)}} \leq T\right) \leq \frac{3 K}{\left(R_{\Delta}^{(q)}\right)^{2 q}} \tag{4.31}
\end{equation*}
$$

By setting $\varepsilon=\Delta^{2}(h(\Delta))^{4}$ in (4.29), from relations (4.30) and (4.31), we can conclude

$$
\begin{equation*}
\Upsilon_{2} \leq C \Delta^{2}(h(\Delta))^{4} \tag{4.32}
\end{equation*}
$$

for some constant $C$ independent of $\Delta$. Inserting (4.27) and (4.32) into (4.26) complets the proof.

## 5. Numerical results

In this section, we show the efficiency of the proposed method in terms of accuracy and stability. We also numerically compare the split-step truncated Milstein method (3.10) with the method proposed by Guo et al [9]. Accordingly, we consider an example of a strongly nonlinear equation and compute the root mean square error of approximation (RMSE) for a given step size $\Delta$.

Example 5.1. Consider the scalar nonlinear Itô SDE with a one-dimensional Wiener process

$$
\begin{equation*}
d x(t)=\left(x(t)-x^{5}(t)\right) d t+x^{2}(t) d B(t), \quad t \geq 0, \quad x(0)=1 \tag{5.1}
\end{equation*}
$$



Figure 1. The RMSE as a function of $\Delta$ to approximate Example 5.1 at time $T=2$.

Guo and et al. in [9] considered the $\operatorname{SDE}$ (5.1) as a test problem where the linear growth condition is violated. They show that Assumptions 1-3 are satisfied with $r=4$. Concerning (2.5), it is clear

$$
\begin{equation*}
\sup _{0<|x| \vee|y|<u} \frac{|f(x)-f(y)|}{|x-y|} \vee \frac{|g(x)-g(y)|}{|x-y|} \leq\left(5 u^{4}+1\right) . \tag{5.2}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\sup _{|x|<u}\left(|f(x)| \vee|g(x)| \vee\left|g^{\prime}(x)\right|\right) \leq u^{5} \leq 3 u^{5} \tag{5.3}
\end{equation*}
$$

for any $u \geq 2$. According to (5.2) and (5.3), we choose $\mu(u)=3 u^{5}$. On the other hand, for a given $\varepsilon \in(0,0.2)$, we consider $\Delta^{*}=\exp \left(\frac{-\ln (3)}{0.2-\varepsilon}\right)$ and define $h(\Delta)=3 \Delta^{-\varepsilon}$ for $\Delta \in\left(0, \Delta^{*}\right)$. For this setting (3.2) is fulfilled. About (4.24), for any $\varepsilon \in(0,0.2)$, we choose $q \geq-9+\frac{5}{\varepsilon}$, which implies

$$
\begin{equation*}
\left(1+\frac{10}{q-1}\right) \varepsilon \ln (\Delta) \leq \frac{5}{q-1} \ln (\Delta)+\frac{10}{q-1} \ln (3), \quad \forall \Delta \in\left(0, \Delta^{*}\right) \tag{5.4}
\end{equation*}
$$

Therefore, using elementary calculations we can obtain

$$
\begin{equation*}
3 \Delta^{-\varepsilon} \geq 3\left(\left(3^{2} \Delta^{1-2 \varepsilon}\right)^{\frac{-1}{q-1}}\right)^{5} \tag{5.5}
\end{equation*}
$$

So, the property (4.25) in Theorem 4.3 is fulfilled. Therefore, for any $\varepsilon \in(0,0.2)$, we can deduce

$$
\begin{equation*}
\mathbb{E}\left|x(T)-y_{N}\right|^{2} \leq 3 C_{T} \Delta^{2-4 \varepsilon}, \quad \Delta \in\left(0, \Delta^{*}\right) \tag{5.6}
\end{equation*}
$$

with $N=T / \Delta \in \mathbb{N}$.
To show the efficiency of the split-step method in terms of stability and accuracy, in the following we calculate the RMSE as a function of the step size $\Delta$ on the $\log$-log scale in Table 1 and Figure 1, respectively. Since there is no explicit solution for (5.1), we search for a numerical solution with the small step size $\Delta=2^{-18}$ using the implicit Milstein-Taylor method [29] and use it as a reference solution. We also use the mean of 5000 independent realizations to approximate the expected value at the final time T. In Table 1, we compute the RMSE of the new method (3.10) and the method in [9] for step size $\Delta \in\left\{2^{-7}, \ldots, 2^{-10}\right\}$ with $\varepsilon=0.1$ at the final time $T=2$. In this table, we indicate the value of the mean square error by "unst" when a method becomes unstable for a certain value of the step size $\Delta$.

From Table 1 we can deduce that the new method is stable at a step size of $\Delta=2^{-7}$, while the truncated Milstein method [9] is mean square stable for $\Delta \leq 2^{-9}$. From Table 1, it can be seen that the new method has better properties in terms of accuracy and stability compared to the truncated Milstein method [9]. In Figure 1, the RMSE is plotted

Table 1. The RMSE with $\varepsilon=0.1$ for Example 5.1 at the time $T=2$.

| Step size | The new method | Truncated Milstien method [9] |
| :---: | :---: | :---: |
| $2^{-7}$ | $7.79 \times 10^{-2}$ | unst. |
| $2^{-8}$ | $2.47 \times 10^{-2}$ | unst. |
| $2^{-9}$ | $4.72 \times 10^{-3}$ | $2.19 \times 10^{-2}$ |
| $2^{-10}$ | $2.26 \times 10^{-3}$ | $3.53 \times 10^{-3}$ |

as a function of the step size $\Delta$. From this figure, it can be seen that the convergence rate of the new method is very close to one, as expected. Moreover, the figure shows that the new proposed method is more accurate than the method [9].

## 6. Conclusions

The present study is concerned with the numerical solution of a class of highly nonlinear stochastic differential equations with commutative noise. We have successfully introduced an explicit split-step truncated Milstein method for nonlinear SDEs under the non-global Lipschitz and superlinear growth coefficients. We obtained the moment boundedness and the convergence of the numerical solution under some additional conditions. We proved that the strong convergence rate of the new method can be arbitrarily close to one. Finally, we discussed the efficiency of the present scheme in terms of stability and accuracy by solving an illustrative example.
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