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Abstract

In this paper, we use the rational radial basis functions ( RRBFs) method to solve the Korteweg-de Vries (KdV)
equation, particularly when the equation has a solution with steep front or sharp gradients. We approximate the
spatial derivatives by RRBFs method then we apply an explicit fourth-order Runge-Kutta method to advance
the resulting semi-discrete system in time. Numerical examples show that the presented scheme preserves the
conservation laws and the results obtained from this method are in good agreement with analytical solutions.
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1. INTRODUCTION

In this paper, we examine the third-order nonlinear KdV equation as follows

Wi + EWWg + fWagy = 0, x € [a,b], t e 0,17, (1.1)

with the initial condition

’LU(:C,O) = g(l’), RS [a7b]a (1.2)

and Dirichlet boundary conditions as

w(a,t)=h(@), wbt)=1), te[0T] (1.3)

where p and € are positive parameters, and g(z), h(t) and i(t) are known functions, the term eww, is the nonlinear
term which makes wave steep and the term pw,,, is the dispersion term describes the spreading of the wave.

The KdV equation plays a significant role in describing physical phenomena such as shallow water waves [20],
bubble-liquid mixtures [31], waves in plasma physics [12, 33], conduit waves, and magma flow. For more description
see [4, 5, 17]. The KdV equation was initially given in 1895 by Korteweg-de Vries [20] and the exact solutions to some
special cases have been presented in [11, 23, 35]. However, finding an analytical solution of the KdV equation is only
possible for limited conditions, also there are many KdV equations that can not be solved analytically and hence the
numerical solutions to study the KdV equation are very useful, many numerical schemes have been used to solve the
KdV equation such as finite difference [13, 32], finite element [1, 18], Galerkin method [14], Haar wavelet method [26],
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differential quadrature method [2, 3, 27], RBF method [6, 7], adaptive RBF method [24], sinc collocation method [19],
finite difference, and collocation methods based on the B-spline functions [21], etc.

A specific feature of the KdV equation is that its solutions may show solitary waves, known as solitons, that
maintain their original shape, velocity, and size after interactions. We must point out that numerical schemes that
maintain some of the conserved values of the given differential equations may have more accurate behavior in time
than those that do not preserve [9].

Since the KAV equation is an integrable Hamiltonian system, it has a large number of independent conserved
quantities. To demonstrate the efficiency of the proposed method, we will examine three famous conserved values of
the KdV equation in some numerical examples.

In recent years, researchers have used meshless techniques to avoid the mesh generation. A meshless method uses
a set of scattered points instead of meshing the domain of the problem. For more description, see [10, 15, 22, 25, 29,
34]. The RBF methods are substantial instruments for scattered points interpolation and solving partial differential
equations (PDEs). The collocation scheme is the base of methods such as RBF that uses meshless procedure to find
the numerical solution of PDEs.

When the underlying function or the solution of PDE is sufficiently smooth, RBF methods can produce exponential
accuracy, but if the underlying function or the solution of PDE has steep gradients or discontinuities, the RBF method
may produce solutions with oscillation. In such situations, the rational radial basis functions ( RRBFs) method can
be used to approximate derivatives of functions and to solve PDEs [28]. RRBFs method approximating solutions in
nonlinear spaces generated by RBFs, are more computational expensive than the standard RBF's methods. For smooth
problems, the accuracy obtained from these methods may not be worth the additional computations. However, for
problems with discontinuities and steep fronts, these methods will be considerably more accurate and the additional
computations will be justified.

Jakobsson et al. [16] used the RRBF method to interpolate functions with steep gradients. Sarra and Bai [28]
extended the method of Jakobsson et al. to interpolate discontinuous functions and to solve Burger’s equation. In [8]
De Marchi et al. presented RRBFs-based partition of unity interpolation, and in [30] authors used the RRBF's method
for solving the Sine-Gordon equation.

In this paper, we apply the RRBFs method for solving the Eq (1.1) with conditions given in the Eqgs. (1.2)-(1.3),
particularly when the equation has a solution with steep front or sharp gradients. However, solving the problem with
RRBFs interpolation, to our knowledge, is new.

This paper is organized as follows: In section 2, we introduce the RBFs and RRBFs methods. The method
implementation is given in section 3. We analyze stability issues in section 4. In section 5, we present the results of
numerical examples. Section 6 is dedicated to the conclusion.

2. RBF S INTERPOLATION AND RATIONAL RBF S INTERPOLATION

2.1. RBF s interpolation. Let I' C R™ be a bounded set, X = {z§,...,2%} C T' a set of N distinct points,
hereinafter referred to as centers, and F' = {f(z%), ..., f(z%)} a set of function values. A RBF

Y(x) =9 (|z —z2, €), z,z¢ € R™

is a function of one variable r = || — x¢||2 that is centered at ¢, which € is a free parameter and is called the shape
parameter [10, 28], also in this paper m = 1.
We use the following RBF's

Inverse quadratic (IQ) (r) = T (@
er

and
Gaussian (GA) P(r) = e*(")(z,

as representative members of the class of strictly positive definite, global, infinitely differentiable RBF's in the examples.

(=)=
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A RBF interpolant is of the form
N
p(w):kzlck ¥ (llz — iz, €, (2.1)
which the coefficients ¢ are obtained by solving the linear system
Ac =T,

based on the interpolation conditions p (x$) = f; where f = [f(z5), ..., F(x5)]". The elements of the matrix A are of
the form

aje = (|o§ —zfll2, €),  jk=1,...,N. (2.2)

A is a symmetric positive definite matrix and thus invertible. The evaluation of the interpolant (2.1) at M points
xj, is done by multiplying ¢ by E where the elements of the matrix E are of the form

ejr =0 (|lz; —xfl2,€), Jj=1,...,M, k=1,2,..,N. (2.3)
The first, second and third derivatives of RBF interpolant are of the form

ch D (2 —=zil2, €),

thus
N

ch DQ;Z) |93 - mkHQv ) 9
k=1
therefore
Df ~ Dp = Epc,
where p = [p(z5), ...,p(mf\,)]T and the elements of Ep are of the form

(Ep);, = Do (lz$ — @fll2. ). jk=1,..,N.

and
N
D(D(p(x))) =Y e D (DY (lz — xf 2, €)),
thus B
N
D(D(p(x5))) =Y ex D (DY (2§ — x5 l2, €))
k=1
therefore

D(Df) ~ D(Dp) = Eppc,
where the elements of Epp are of the form

(Epp);, =D (DY (|25 — xfl2.€)) .  jk=1,..N.

and

D(D(D chD (DY (& — 2|2 €)))
thus

D(D(D Z%D (DY (llz5 = i ]l2 €)))
therefore

D(D(Df)) ~ D(D(Dp)) = Epppc,
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where the elements of Eppp are of the form
(EDDD)jk =D (D (D¢ (”.’Bj — :EZHQ7 6))) s j,k = 1, ...,N.

In the following theorem [8] we give an error bound in terms of the power function Py x, where Ny () is the native
reproducing kernel Hilbert space corresponding to the symmetric positive definite RBF [10].

Theorem 2.1. Let ¢ € C(I' x I') be a strictly positive definite RBF, and suppose that X = {af, ..., 25} C T is a set
of distinct points and p is the interpolant to f € Ny(L'). Then for all x € T' we have

[f(2) = p(@)] < Py x (@)l nry-

2.2. Rational RBF interpolation. The RBF interpolants have problems such as ill-conditioning especially when the
shape parameter tends to zero and these problems might lead to inaccurate solutions particularly when the functions
with steep front or sharp gradients are considered. Moreover, when the functions have steep fronts or sharp gradients
the rational RBF method approximate them better than the standard RBF method [28]. These are the main reasons
that we use rational RBF interpolants.

The RRBF interpolant of function f is given by

where satisfies in the interpolation conditions
O(xf) = f(xf), k=1,2,.., N,
and u(z) and v(x) are the RBF interpolants

N
u(z) = Zc;‘ Y (llz—zll2, €),

j=1

and N
v(z) = Zc;’ Y ([|lz—z§]2, €) .

j=1

Let u = [u(z5), ..., u(z$)]” and v = [v(z5), ..., v(z$)]" .

By applying the interpolation conditions we have a system of equations that is underdetermined, thus in order for
the rational interpolant to be uniquely defined, we add an additional condition (for more descriptions see [16, 28]),
which leads the native space semi-norms [10] of the RBF interpolants u(z) and v(z) to be minimized. By adding
the condition we will have a minimization problem with the solution v which is the eigenvector corresponding to the
smallest eigenvalue problem

Rv = \v,
where

() ()

and in (2.4) A is the RBF system matrix given in (2.2), f = [f(«5),..., f(x$)]", |f]|3 = Zjvzlfi and D =
diag (f(x5), ..., f(x5)). Moreover, division is elementwise and f? is an elementwise squaring of the elements of f.
When v is found, then u is obtained by u = Dv. When u and v are found, we obtain the coefficients of the RBF
interpolants by solving two linear systems,

Ac* =u, and Ac’ =wv. (2.5)
Now we evaluate the rational interpolant at M points x; by
Ec*
=__ 2.6
Q= Fer (2.6)

where division is elementwise, E is the RBF evaluation matrix (2.3) and Q = [Q(&1), ..., Q)] " .

(=)=
E)NE
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Now, we calculate the derivatives of the rational interpolant at N points x§ by applying quotient rule as below

(Ac?) . (Epc*) — (Ac*) . (Epc?)

L= o , 2.7
Q ) (2.7)
L 2Ac).(Epet)? + (Ac)2.(Eppe®) — (Ac*).(2(Epe®) . (Epe’) + (Ac*) . (Eppe”) )
Q, = o\3 ) (2.8)
(Acv)
1" I
1 — jv (2'9)
which
I= (2(EDCU).(EDCU)2 + 4(Ac").(Epc’).(Eppc”) + 2(Ac*).(Epc’).(Eppc®) + (Ac*)?.(Epppc®)
—(Epc?) (2(EDCU).(EDC”) n (Ac“).(EDDc”)> — (A (2(EDDc“).(EDc”) +2(Epc).(Eppc®)
+(Epc").(Eppc’) + (Ac“).(EDDDc“))> (Ac¥)? = 3(Epc?).(Ac”)2. (2(140“).(5),3«:”)2
(A2 (Eppct) — (Ac”).(Z(EDc“).(EDc”) + (Ac”).(EDDc”))>,
and

J = (Ac")®,

" " ’ 1"

, , , T . . T . T
where Q) = |Q'(@5),..,Q'(a%)] . Q) = [Q"(39),...Q"(a%)] . Q) = [Q" (&%), ... Q" (a%)] . A is the RBF

system matrix, and Ep, Epp and Eppp are the first, second and third derivatives of evaluation matrix at /N points .

It is concluded From equations (2.5) and (2.6) that the RRBF interpolant is made by the RBF interpolation matrix
A. Therefor, we are able to provide error bounds for RRBF interpolation [8]. For this purpose we must consider u
and v as the values obtained by sampling some functions r and s € N, (I") respectively.

Proposition 2.2. SupposeI' C R™, ¢p € C(I'xT") be a strictly positive definite RBF, and let that X = {af, 2§, ..., 25} C
I is a set of distinct points and Q is the RRBF interpolant to f € Ny (T'). Moreover, let us suppose thatr and s € Ny (T')
, Then for all x € T" we have

(@) = Q@) < o (S @l + i) Prx (o)

So proposition 2.2 gives the error bound for the RRBF interpolant in terms of data values and power function, as
for the standard RBF interpolant.
an
BE
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3. RRBFS METHOD FOR SOLVING KDV EQUATION

Now, we use the RRBFs method to find the numerical solution of the KdV equation. In fact, we develop RRBF's to
study the KdV equation with Dirichlet boundary conditions. In our method, we employ the derivatives of the RRBF's
to approximate the spatial derivatives and then we apply an explicit, fourth-order Runge-Kutta (RK4) method to
advance the resulting semi-discrete system in time.

In fact, we first approximate the spatial derivatives at N centers z§ at time ¢”, i.e.

n c 4n c 4n c ny1T
W@(Z’,t ): [Wr(mht )7W7:(m27t )7"'7WT(mNat )] ’

and

n c 4n c n ¢ 1T
Wmmm (l’,t ): [szx ($1at )7Wmmz (mQat )a"'aszm (‘BN»t )] )

of the KdV equation (1.1) by RRBFs method, when

n C n C n C n T
W" = [W($1,t )7W(a:2’t )>-~'7W(vat )] y

is considered instead of f. This leads to a system of ordinary differential equations of the form
W, = G(W,1t).
Then we apply RK4 method to solve the above equation as follows
K; = AtG(W™,t"),

Ky = AtG(W™ + 0.5k, ™ + 0.5At),
K3 = AtG(W™ + 0.5k, t™ + 0.5At), (3.1)
Ky = AtG(W™ + k3, t" 4+ At),

Wt = W 4+ LK, + 2K, + 2K + Ky),

where t” = t"~! + At and At is the time step size. Clearly, to obtain W! initial value WY is required in the iterative
computation. Using the initial condition in (1.2), we have W° = [g(x{), g(%$) - - - ,g(:c?v)]T

To apply the Dirichlet boundary conditions (1.3), we directly replace W (x$,t") with w(a,t") = h(t") and
W (2%, t") with w(b, t™) = [(t™).

4. STABILITY ISSUE

Since the RRBFs interpolant is constructed by using the standard RBF's interpolation matrix, the RRBFs method
can also suffer of instability problems, especially for e — 0. In fact, serious problems of ill-conditioning may occur by
choosing wrong values of the shape parameter, particularly for infinitely smooth RBFs. In order for the system matrix
A to be well-conditioned, the shape parameter ¢ must not be too small, but small shape parameters are required to
obtain better accuracy for the interpolation with RBFs. This is known as the Uncertainty Principle. We choose the
shape parameter € so that the collocation matrix A has a O(10'°) condition number, in order to determine the proper
value for e [28]. These values for the condition number are valid when using a computer that implements double
precision floating point arithmetic, but the bounds will be different when using other floating point number systems.

5. NUMERICAL RESULTS

In this section, we consider five examples of the KdV equation to validate the presented method and assess the
efficiency and accuracy of the method by calculating L.,, Lo, and RMS error norms. Also, we compare the results
with other methods.

oo
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L, Ly and RMS error norms are given by the following formulas:
Loo = [[W = wl|,
Ly = [[W —wl,,

1
RMS = || [|[W = wl,.

where W, w are the approximate and the exact solutions respectively.
Since the solution of the KAV equation satisfies in many conservation laws, we will investigate three conservation
quantities of the KdV equation, i.e., mass, momentum and energy, which are defined in [14] as below,

Ba= [ b [<w () = 2 (w2 (2))? da.

Also for calculating the above integrals we will use the composite trapezoidal rule for integration. Moreover, in all
numerical examples we have used uniformly spaced centers

i—1
- i =1,2,---N 1
N _ 1 (b a)’ l ) ) 9 (5 )
or non-uniformly spaced centers
1 arcsin (0.999 cos(w(i — 1)/(N — 1)) )
C=_ [ —(b— =12,...,.N 2
YT ( (b-a) ( arcsin(0.999) +bta)), Ty (5.2)

which are clustered mildly around the boundaries [28].

i =a+

We calculate the rate of convergence in space and time respectively, by using the following formulas

S Gy g0 ()

_ €(At)i41
s N; At); )]
logyo ( Ntl) logy ((ét)?ﬂ)

where ey, indicates the error of the method with N; points and e(a¢), indicates the error of the method with time
step size (At);.

O, and O, =

For rational interpolation the selection of the shape parameter ¢ is a tedious computational issue. Indeed, wrong
choices of the shape parameter might lead to serious problems of ill-conditioning, especially for infinitely smooth
RBFs. Therefore, the choice of the shape parameter is crucial and can be selected such that it is optimal. The shape
parameter for all the calculations performed in this paper was found experimentally. In fact, in all examples, the shape
parameter was selected so that the condition number of the system matrix A with elements given in Eq. (5) has a
0O(10'9) condition number. The shape parameter selected in this way results the most accurate approximations.
Numerical computations have been done with Matlab on Intel(R) Core(TM) i3 CPU 2.53 GHz and 4 GB of RAM.

Example 5.1. Consider the KdV equation (1.1) with p = 4.84 x 107%,¢ = 1, and analytical solution as follows
3, 7, 19]

w(z,t) = 3hsech?(D + Bx — Ct), 0<z<2,
where

B=—-4y/—, C=¢erB, D= -6, and h=0.3.
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TABLE 1. Conservation quantities, errors and CPU time of the Example 5.1.

RRBF (Inverse quadratic) [7]
t Lo Lo Ey Es Es CPU time (s) | CPU time
0 0 0 0.144598 0.086759 0.047747 - -
0.25 | 2.6575e-03 6.1898e-03 0.144382 (0.086760 0.047747 10 -
0.5 | 3.9688e-03 9.6891e-03 0.144227 0.086761 0.047747 19 35
1 | 5.3453e-03 1.4910e-02 0.143920 0.086764 0.047743 40 63
1.5 | 6.3183e-03 2.0028e-02 0.143743 0.086766 0.047747 52 88
2 | 7.7015e-03 2.3193e-02 0.143540 0.086769 0.047731 70 115

We obtain the initial and Dirichlet boundary conditions from the analytical solution, and solve this problem with
the RRBFs method by using the IQ and GA RBFs with k£ = At = 0.001, N = 100 uniformly spaced centers and
the shape parameter ¢ = 8 and e = 27, respectively. The exact values of the three invariants are F; = 0.144598,
E; = 0.086759, E3 = 0.047747. We show the Lo, L2, RMS errors, the numerical values of E1, Fs and F3 and
CPU time at different times in Table 1 and Table 2. As can be seen in these tables the values of the invariants
remain almost constant, the better accuracy is obtained compared with [7] and [19] and GA function gives a better
approximation compared to IQ, although CPU time increases. In Table 3 (left) the number of points is kept fixed at
N = 100 and the time step size is varied to compute the time rate of convergence for IQQ RBF with ¢ = 8 | also in
this table (right) the time step size is kept fixed at At = 0.0001 and number of points is varied to compute the space
rate of convergence for GA RBF with ¢ = 27 at time ¢ = 1. Figure 1 shows the exact and numerical solution s at
time t =1 for the case of the IQ RBF. It can be seen that they are well matched with each other. We also show the
space-time graph of the estimated solution in Figure 1.

TABLE 2. Errors and CPU time of the Example 5.1.

RRBF (Gaussian) [7] [19]
t T L RMS  CPUtime(s)|  Le T
0 0 0 0 - - -
0.1 | 6.4213e-04 1.1778e-03 1.1778e-04 15 - 2.1500e-02
0.25 | 5.8580e-04 1.9348e-03  1.9348e-04 32 - -
0.5 | 5.9262e-04 2.9307e-03  2.9307e-04 64 7.2329e-04 -
1 6.8047e¢-04  3.6704e-03  3.6704e-04 125 1.7957e-03 -
1.5 | 7.5295e-03 2.5556e-02  2.5556e-03 190 3.8906e-03 -

Example 5.2. Now, we study the KdV equation (1.1) with 4 = 1 and € = 6. The exact solution is given in [3, 7] as

cosh(4x — 64t) 4+ 4 cosh(2z — 8t) + 3
(cosh(3x — 36t) + 3 cosh(z — 28t))° |

The boundary and initial conditions are extracted from the exact solution. We solve this example with the RRBFs
method using IQ RBF, k = At = 0.001, shape parameter ¢ = 1.85, and N = 101 centers according to (5.2).

The graph of exact and numerical solutions at time ¢ = 0.2 and space-time graph of the numerical solution are
shown in Figure 2. In Table 4, we compute the Lo, La, RMS errors and CPU time at different times (during the

(=)
BEE

w(z,t) =12 —5 <z <15.
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TABLE 3. Convergence rates in time and space of the Example 5.1.
Convergence rate in time Convergence rate in space
At Lo O, N Lo O.,

e =8| 1.0000e-03 1.4910e-02 - e=271] 32 3.5974e-01 -
5.0000e-04  1.5312e-02 -0.038398 64 2.1668e-02  4.053
2.5000e-04  1.5013e-02  0.028468 128  2.5765e-04  6.394
1.2500e-04  1.4910e-02  0.009929 256  2.5783e-04 -0.001
6.2500e-05 1.4917e-02  0.009252 512  1.5134e-04 0.678
3.1250e-05  1.4910e-02  0.000675

|
0 O.‘2 014 O.‘G 018 1‘ 1.2 114 1.6 118 2

X

(A) RRBF and exact solutions at time t=1.

interaction and after the interaction).

(B) space-time graph.

FIGURE 1. Numerical results for the solution of Example 5.1.

with [7] and the CPU time is reduced.

TABLE 4. Errors and CPU time of the Example 5.2.

RRBF [7]

t Lo Lo RMS CPU time (s) Lo CPU time
0.001 | 1.2161e-03 2.6330e-03 2.6199e-04 0.9 - -
0.005 | 1.6887¢-03 4.8792¢-03 4.8550e-04 1.2 - -

0.01 | 2.3159¢-03 6.0763e-03 6.0461e-04 1.5 - -
0.05 | 2.4739¢e-02 4.4692e-02 4.4470e-03 5 - -
0.1 | 3.6000e-02 7.7000e-02 7.7000e-03 8 5.6355¢e-03 59
0.2 4.5598e-02 1.3911e-01 1.3842e-02 12.4 2.3376e-02 110
0.3 | 7.0813e-02 2.1408e-01 2.1301e-02 18.5 5.9437¢-02 161

Example 5.3. In this example,
analytical solution [3, 14, 19]

It can be seen from Table 4 that the results of the method are well matched

we examine the KAV equation (1.1) with u = 4.84 x 107%,e = 1 and with the

(&)
ENE
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A) RRBF and exact solutions at time ¢ = (B) space-time graph.

0.2.

FIGURE 2. Numerical results for the solution of Example 5.2.

’U)(l‘,t) = 12u(log F')pe, 0<z <4,

where

2
F=14en e (L2 gmtn
@] + Qo

N = ;X — afut—!—bi, i=1,2,
0.3 0.1

Q1] = —_—, Qg = —_—, b1 = —0.48061, b2 = —]..07042.
ju ju

The initial and Dirichlet boundary conditions are derived from the analytical solution. We use N = 100 uniformly
spaced centers, shape parameter ¢ = 8 and N = 200 uniformly spaced centers, shape parameter ¢ = 33 when using
the 1Q and GA RBF, respectively. The analytical values of the three conservation quantities are £y = 0.228081,
E5 = 0.103456, E5 = 0.049855. We show the L, Lo, RMS errors, CPU time and the approximate values of F, FEo
and E3 at several times with £k = At = 0.01 and k = At = 0.001 in Table 5 and Table 6, respectively. As shown
in the tables the values of the Conservation quantities remain nearly constant and the better accuracy is obtained

compared with [14] and [19].

Figure 3 shows the exact and approximate solution s at time ¢ = 1 for the case of the IQ RBF. It can be seen that

they are well matched with each other. Also, the numerical solution is simulated for ¢t = 0.1 in Figure 3.

Example 5.4. In this example, the interaction of two solitary waves to the KdV equation (1.1) with y =1 and e =6

is studied. The exact solution is given in [3, 7] as
2sech?(z — 4t + 12) + 4.5¢sch?1.5(z — 9t 4 14.5)
(—=2tanh(z — 4t + 12) + 3coth 1.5(z — 9t + 14.5))* |’

w(z,t) =

in the region —20 < z < 0, we obtain the initial and Dirichlet boundary conditions from the analytical solution and
solve this problem with the RRBFs method by using the IQ RBF with £ = At = 0.001, N = 100 uniformly and

(=)=
E)NE
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TABLE 5. Conservation quantities, errors and CPU time of the Example 5.3.

RRBF (IQ)
t Loo L2 RMS E1 E2 E3 CPU time
0 0 0 0 0.228081 0.103456 0.049855 -
0.005 | 1.3210e-04 2.7703e-04 2.7703e-05 0.228082 0.103456 0.053086 0.6
0.01 | 2.8430e-04 5.4033e-04 5.4033e-05 0.228082 0.103455 0.053086 0.7
0.25 | 4.8000e-03 5.9000e-03 5.9424e-04 0.227897 0.103435 0.053064 2.5
1 4.0000e-03 1.4000e-02 1.4000e-03 0.227650 0.103374 0.052995 5
2 7.0000e-03 2.0800e-02 2.0000e-03 0.227429 0.103325 0.052670 9
3 1.0009e-02  3.5139e-02 3.5139e-03 0.226775 0.103307 0.050029 17
TABLE 6. Conservation quantities and errors of the Example 5.3.
RRBF (GA) [14] [19]
t Lo Lo £y By Es Loo Lo
0 0 0 0.228081 0.103456  0.050764 0 0
0.005 | 7.7333e-07  1.4430e-06  0.228081 0.103456  0.050764 | 7.30e-03 | 6.90e-03
0.01 1.0938¢-06  1.8410e-06  0.228081 0.103456  0.050764 | 1.49e-02 | 1.41e-02
0.25 1.3142e-05  4.4070e-05  0.228082 0.103456  0.050763 - -
1 1.7189e-05  1.0142e-04  0.228083 0.103456  0.050759 - -
2 2.4871e-03  6.6633e-03 0.228082  0.103456  0.050668 - -
3 1.3285e-03  3.8389e-03 0.228083 0.103456  0.049951 - -
10 2.7227e-03  7.3189e-03  0.228080 0.103456 0.050764 - -
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(A) RRBF and exact solutions at time ¢ =
1.

(B) space-time graph.

F1GURE 3. Numerical results for the solution of Example 5.3.

non-uniformly spaced centers given by (5.1) and (5.2) and the shape parameter ¢ = 1.7. Graph of the approximate

and exact solution s at time t = 1 and space-time graph of the numerical solution are shown in Figure 4. Table 7
an
BE
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shows the Lo, Lo, and RMS errors and CPU time at several times. From Table 7, it can be seen that the RRBF's
method solves the problem accurately, also the results of the method are well matched with analytical solutions and
the earlier works, and compared to [7] cpu time is reduced. Also, the comparison of numerical results show that the
adoption of non-uniform nodes provides improved numerical results. In Table 8 (left) the number of uniform points is
kept fixed at N = 100 and the time step size is varied to compute the time rate of convergence with ¢ = 1.7, also in
this table (right) the time step size is kept fixed at At = 0.00001 and number of points is varied to compute the space

rate of convergence for IQ RBF with ¢ = 2.2 at time ¢ = 0.1.
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TABLE 7. Errors and CPU time of the Example 5.4.

RRBF (Non-uniform points (5.2)) RRBF (Uniform points (5.1)) [7]

t Lo Lo Lo Lo CPU time | CPU time
0.005 1.9228e-03 3.2914e-03 2.4659e-03  3.0244e-03 - -
0.01 2.6272e-03 4.7409e-03 3.4726e-03  5.2751e-03 - -
0.05  2.0525e-02 3.9505e-02 3.5171e-02  6.4529e-02 - -

0.1  2.9989e-02 6.6307e-02 5.0277e-02  1.01581e-01 7 21
0.3 4.9577e-02 1.2834e-01 6.9620e-02  1.9110e-01 18 63
0.5 5.9081e-02 1.7279e-01 8.7088e-02  2.5214e-01 28 101
0.7  7.1093e-02 2.1654e-01 1.0214e-01  3.1508e-01 39 145
1 9.2518e-02 2.9707e-01 1.3610e-01  4.3173e-01 49 206

TaBLE 8. Convergence rates in time and space of the Example 5.4.

Convergence rate in time Convergence rate in space
At Lo O, N L O..
e=1.7| 1.0000e-03 0.050277 - €e=22| 40 5.4842¢-01 -
5.0000e-04  0.050636 -0.010282 80 6.3879¢-02  3.1018
2.5000e-04  0.051086 -0.012754 160  1.2259e-02  2.3814
1.2500e-04  0.051108 -0.000631 320  1.1450e-02  0.0985
6.2500e-05  0.051097  0.000321 640 1.0233e-02 0.1621
3.1250e-05 0.051104 -0.000211

Example 5.5. Consider the interactions of four solitons to the KdV equation (1.1) with e = 1 and g = 1. In this

case the initial and boundary conditions are derived from the analytical solution [14, 19]

where

We solve this problem with the RRBFs method by using the IQ RBF with £k = At = 0.001, N = 200 uniformly
spaced centers, the shape parameter € = 0.09 and € = 0.3. Graph of the approximate and exact solution s at time

(=)
BEE
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i=1
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1 = 85, 23 = —60, w3 = ~35, x4 = —10.
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FIGURE 4. Numerical results for the solution of Example 5.4.

t = 2 and space-time graph of the numerical solution are shown in Figure 5. The exact values of the three conserva-
tion quantities are F; = 21.6000, Fy = 10.3887, E3 = 5.5266. Table 9 shows the L.,, Ly, and RMS errors and the
numerical values of Fy, Es, and Ej3 at different times up to ¢ = 100. As can be seen in this table the values of the
invariants are almost constant. The RRBFs method is able to solve the problem accurately, also the results obtained

from this method are well matched with analytical solutions.

In Table 10 (left), the number of points is kept fixed

at N = 200 and the time step size is varied to compute the time rate of convergence with e = 0.09, also in this table
(right) the time step size is kept fixed at At = 0.001 and number of points is varied to compute the space rate of
convergence for IQ RBF with ¢ = 0.4 at time ¢t = 2.

TABLE 9. Conservation quantities and errors of the Example 5.5.

RRBF

t Lo Lo RMS E Es Es

0 | e=0.00 0 0 0 21.6000 10.3887 5.5266
0.25 7.3398¢-05 1.3232e-04 9.3568e-06 21.6000 10.3887  5.5266
0.5 1.7461e-04  3.0252e-04 2.1391e-05 21.6000 10.3887  5.5267

1 2.4064e-04  4.1193e-04  2.9128e-05 21.6000 10.3888  5.5267
1.5 2.6193e-04 4.7765¢-04 3.3775e-05 21.6000 10.3888  5.5267

2 1.8208¢-04  5.6079e-04  3.9654e-05 21.5999  10.3888  5.5267

3 6.7408¢-04  9.8966e-04  6.9979e-05  21.5992  10.3888  5.5267
10 | e=0.3 | 9.7801e-03 1.8276e-02 1.2023¢-03 21.5974 10.3840 5.5272
20 2.3187e-02  5.0943¢-02  3.6022e-03 21.5810 10.3818 5.5219
50 3.2580e-02 1.4680e-01 1.0380e-02 21.6489 10.4255 5.5096
100 5.76556-02  2.2401e-01  1.5840e-02 21.6249 10.4689  5.4658
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TABLE 10. Convergence rates in time and space of the Example 5.5.

Convergence rate in time Convergence rate in space
At L O, N Lo O.,
€=0.09 | 5.0000e-01 1.7755e-04 - e=0.4] 50 1.3265e-01 -
2.5000e-01  1.8788e-04 -0.0979611 100 1.2986e-01 0.03
1.2500e-01  1.9543e-04 -0.0568423 200  2.7290e-02 2.25
6.2500e-02  1.9591e-04  -0.0035398 400  5.3723e-04 5.66
3.1250e-02  1.9594e-04  -0.0001926 800  2.9900e-03  -2.47
1.5625e-02  1.9594e-04 -0.0000108
7.8125e-03  1.9594e-04  -0.0000006

T T T T T
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#*  exact
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(A) RRBF and exact solutions at time ¢ =
2.

(B) space-time graph.

F1GURE 5. Numerical results for the solution of Example 5.5.

6. CONCLUSION

This paper investigates the application of the RRBFs method to find the numerical solution of the KdV equation
with Dirichlets’s boundary conditions, especially when the equation has a solution with steep front or sharp gradients.
The combination of RRBFs in space and RK4 in time gives accurate and reliable solutions to the KdV equation.
To illustrate the accuracy and efficiency of the presented method, we carried out five examples and presented the
corresponding graphs and tables. In addition, for some examples, the conservation laws are investigated. As reported
by numerical examples, it can be said that the presented scheme provides accurate numerical solutions and is useful

for simulating the motions, interactions, and conservation properties of solitary waves for the KdV equation.
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