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Abstract

In this article, the coupled Burger’s equation which is one of the known systems of the nonlinear parabolic partial

differential equations is studied. The method presented here is based on a combination of the quintic B-spline
and a high order time integration scheme known as adaptive Runge-Kutta method. First of all, the application

of the new algorithm on the coupled Burger’s equation is presented. Then, the convergence of the algorithm is

studied in a theorem. Finally, to test the efficiency of the new method, coupled Burger’s equations in literature
are studied. We observed that the presented method has better accuracy and efficiency compared to the other

methods in the literature.
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1. Introduction

Formulation of a wide range of mathematical and engineering problems leads to nonlinear partial differential equa-
tions. Being a coupled partial differential equation, Burger’s equations describe the approximation theory of flow
through a shock wave that travels in a viscous fluid [1].

Recently, many authors have studied various types of coupled Burger’s equations by using different numerical and
approximation methods. In 2009, Rashid and Ismail applied Fourier pseudospectral approach to one-dimensional
coupled Burger’s equation [19]. The collocation-based numerical scheme is applied to coupled Burger’s equation in
[16]. The radial basis function (RBF) collocation method has been formulated and the mesh-free method is applied for
the numerical solution of coupled Burger’s equations and other nonlinear PDEs [9]. The Chebyshev spectral collocation
method was developed using Chebyshev polynomials, and the Runge-Kutta 4th order method (RK4) is applied in [11].
Coupled viscous Burger’s equations are studied by Mittal and Arora using cubic B-spline collocation scheme in [14].
Rashid et al. studied coupled viscous Burger’s equation by using Chebyshev–Legendre pseudospectral method where
the leapfrog scheme is applied for time direction in [20]. A composite numerical technique which is obtained by Haar
wavelets and finite difference methods is used to obtain the numerical solution of the coupled Burger’s equation by
Kumar and Pandit in [13]. In [21], an improved backward substitution method is applied to time-dependent nonlinear
coupled Burger’s equations. Also, in 2019, a semi-Lagrangian approach was used for the numerical solution of coupled
Burger’s equations, [3]. It is clear that various methods have been applied to the coupled Burger’s equation, but more
works such as convergence analysis and efficient numerical schemes are encouraged for different parameters.

Methods based on B-spline functions have attracted great interest in recent years due to their simple implementa-
tions and effective solutions by researchers. Quartic and quintic B-spline methods are applied for the space derivatives
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in [12]. With the help of this approximation on the given partial derivatives, the system of partial differential equa-
tions can be transformed into ordinary differential equations. In [17], a cubic trigonometric B-spline with a collocation
method is used to solve one-dimensional convection-diffusion problems. Cubic and quintic B-spline collocation meth-
ods are applied and combined with the Crank-Nicolson scheme for time integration in [8] and [18]. It can be seen that
many different types of B-spline methods are preferred to use for the solution of different kinds of partial differential
equations. Still, the combination with the adaptive time method has a great effect on accuracy. In [2], an approxima-
tion method based on B-spline bases and the method of lines approach is exhibited for advection-diffusion equations.
It is the actual work that inspired the creation of this work.

In the presented paper, a new algorithm is constructed by combining quintic B-spline in space and a fifth-order
Runge-Kutta method in time for the following coupled Burger’s equation, see [14–16]:

ut = uxx − ηuux − p(uv)x, a ≤ x ≤ b, 0 ≤ t ≤ T, (1.1)

vt = vxx − ξvvx − q(uv)x, a ≤ x ≤ b, 0 ≤ t ≤ T, (1.2)

where η, p, ξ and q are some constants which depend on the Stokes velocity with the following initial and boundary
conditions,

u(x, 0) = f1(x), v(x, 0) = f2(x), a < x < b, (1.3)

u(a, t) = g1(t), u(b, t) = g2(t), 0 ≤ t < T, (1.4)

v(a, t) = g3(t), v(b, t) = g4(t), 0 ≤ t < T. (1.5)

The convergence of the new algorithm is proved in Theorem 3.1. To present the efficiency of the proposed method,
coupled Burger’s equations are studied with three different initial and boundary conditions, see [14–16]. The results
are presented with various tables and graphics.

These are the motivations of this paper: First of all, the proposed method is easy to implement for nonlinear
parabolic partial differential equations. Secondly, when compared to other methods in the literature,[16], the proposed
method gives more accurate results and smaller errors in both L2 and L∞ norms for various final times. What is more,
computed results are in good agreement with the literature [14, 15]. Finally, the numerical solutions can be computed
in less than four seconds CPU times for the third example.

The study has been organized as follows: In section 2, a brief description of the presented technique in both space
and time. The convergence of the new algorithm is proved in Theorem 3.1, in section 3. Section 4 is dedicated to
presenting several examples to highlight the efficiency and accuracy of the presented scheme by comparing it to the
other methods in the literature. Finally, we conclude the study in section 5.

2. Application of the method

In this part, application of the proposed method on coupled Burger’s equations (1.1)-(1.2) is studied. Firstly, in
space discretization, the way of use of quintic B-spline method is introduced with the help of coefficients given in
Table 1. After embedding quintic B-spline equivalence of each term in Eqs.(1.1)-(1.2), the system of coupled Burger’s
equations turns into a system of ordinary differential equations given in (2.15). Later, DOPRI5, [6], is used in time
discretization with the help of Butcher table in Table 2.

2.1. Quintic B-spline collocation method. Let solution domain [a, b] be divided into a uniform mesh of length
h = xj+1 − xj by nodes xj where j = 0, 1, ..., N.

The exact solutions to Eqs. (1.1)-(1.2) can be approximated by U(x, t), V (x, t), respectively. Then, they can be
written in the following form

u(x, t) ≈ U(x, t) =

N+2∑
j=−2

cj(t)Bj(x), (2.1)
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v(x, t) ≈ V (x, t) =

N+2∑
j=−2

dj(t)Bj(x), (2.2)

where cj(t) and dj(t) are unknown real coefficients and Bj(x) are quintic B-spline functions. Values of Bj(x) and its

successive derivatives B
′

j(x) and B
′′

j (x) at each nodes listed in Table 1. The solutions and their derivatives can be
written as

U(xj , t) = cj+2 + 26cj+1 + 66cj + 26cj−1 + cj−2, j = 0, 1, ..., N, (2.3)

U
′
(xj , t) = 5

h (−cj+2 − 10cj+1 + 10cj−1 + cj−2), j = 0, 1, ..., N, (2.4)

U
′′
(xj , t) = 20

h2 (cj+2 + 2cj+1 − 6cj + 2cj−1 + cj−2), j = 0, 1, ..., N, (2.5)

V (xj , t) = dj+2 + 26dj+1 + 66dj + 26dj−1 + dj−2, j = 0, 1, ..., N, (2.6)

V
′
(xj , t) = 5

h (−dj+2 − 10dj+1 + 10dj−1 + dj−2), j = 0, 1, ..., N, (2.7)

V
′′
(xj , t) = 20

h2 (dj+2 + 2dj+1 − 6dj + 2dj−1 + dj−2), j = 0, 1, ..., N. (2.8)

Table 1. Coefficient of quintic B-spline method and derivatives at points xj .

xj−3 xj−2 xj−1 xj xj+1 xj+2 xj+3

Bj(x) 0 1 26 66 26 1 0
B′j(x) 0 5

h
50
h 0 −50

h
−5
h 0

B
′′

j (x) 0 20
h2

40
h2

−120
h2

40
h

20
h2 0

2.2. The initial state vector. The initial state vectors c0 and d0 may be specified by the initial conditions

u(x, t0) = f1(x), and v(x, t0) = f2(x), (2.9)

which gives 2(N+1) equations in 2(N+5) unknowns. The unknowns c−2, c−1, cN+1, cN+2 and d−2, d−1, dN+1, dN+2

are found from the boundary nodes. First and second derivatives of the solutions at the boundary nodes are required
to find. They can be obtained by using a numerical approximation or from the original problem such as

ux(a, t) = l1(t), vx(a, t) = m1(t), 0 ≤ t < T, (2.10)

ux(b, t) = l2(t), vx(b, t) = m2(t), 0 ≤ t < T, (2.11)

uxx(a, t) = l3(t), vxx(a, t) = m3(t), 0 ≤ t < T, (2.12)

uxx(b, t) = l4(t), vxx(b, t) = m4(t), 0 ≤ t < T, (2.13)

which give the following matrix form system of equations:

Cp0 = R, (2.14)

where C =

(
C1

C1

)
, and p0 =

(
c0

d0

)
, R =

(
R1

R2

)
.

Here, C1 =



54 60 6 0 0
101/4 135/2 105/4 1 0

1 26 66 26 1
1 26 66 26 1

. . .
. . .

. . .
. . .

1 26 66 26 1
0 1 105/4 135/2 101/4
0 0 6 60 54


,
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c0 =


c00
c01
...

c0N−1

c0N

, d0 =


d0

0

d0
1
...

d0
N−1

d0
N

 ,

and

R1 =



f1(x0) + 3h
5 l1 + h2

10 l3
f1(x1) + h

40 l1 + h2

160 l3
f1(x2)

...
f1(xN−1)

f1(xN )− h
40 l2 + h2

1600 l4
f1(xN+1)− 3h

5 l2 + h2

10 l4


R2 =



f2(a) + 3h
5 m1 + h2

10m3

f2(x1) + h
40m1 + h2

160m3

f2(x2)
...

f2(xN−1)

f2(xN )− h
40m2 + h2

1600m4

f2(xN+1)− 3h
5 m2 + h2

10m4


,

with space nodes xj = a+ j ∗ h, j = 0, 1, . . . , N − 1, N h = (b− a)/N and l1(0) = l1, l2(0) = l2, l3(0) = l3, l4(0) = l4,
m1(0) = m1, m2(0) = m2, m3(0) = m3, m4(0) = m4.

Consequently, first and second derivative matrices can be found by Eqs. (2.4-2.5) and (2.7-2.8), respectively since
the parameter matrices are known.

For the sake of simplicity in the coupled Burger’s Eqs.(1.1)-(1.2), we define W = (u, v)T and then have

Wt(x, t) = AW (x, t) + f(t,W ), (2.15)

W (x, t0) = W0(x), (2.16)

where A =

(
∂x2 0
0 ∂x2

)
, f(t,W ) =

(
2uux − uvx − uxv
2vvx − uvx − uxv

)
,

W (x, t0) = [f1(t0), f2(t0)]T .
When the spatial derivatives in Eq. (2.15) are discretized by QBS functions, the following time-dependent nonlinear

ordinary differential equation system is obtained:

W̃t = ÃW̃ + f̃(t, W̃ ). (2.17)

Here, W̃ is a 2(N + 1)× 1 size vector and Ã is spatial discretization matrix with 2(N + 1)× 2(N + 1) size and f̃(t, W̃ )
is nonlinear part with size of 2(N + 1)× 1 where N is the number of discretization points in x-direction.

2.3. Time discretization. In this section, a fifth order adaptive Runge-Kutta method, DOPRI5, is applied to
Eq.(2.17), [5, 6]. Due to the advantages of DOPRI5, being a higher order, reliable, accurate method, and pre-
senting efficient error results, this method has been proposed to solve given coupled Burger’s equations numerically.
Eq.(2.17) can be rewritten as:

W̃t(t) = F (t, W̃ ), (2.18)

W̃ (t0) = W̃0. (2.19)
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Consider Eq.(2.18), DOPRI5 solution can be obtained as:

k1 = F (tn, W̃n), (2.20)

ks = F (tn + cs∆tn, W̃n + ∆tn

s−1∑
i=1

ψs,iki), (2.21)

W̃n+1 = W̃n + ∆tn

7∑
s=1

Φsks, (2.22)

where n and s denote the time stage index numbers ks stands for the approximated slope matrix and ∆tn is the
adapted time step at t = tn. The coefficients cs, ψs,i and Φs are obtained by Butcher table, Table 2.

The truncation error for DOPRI5 is obtained by using (2.23). The tolerance error defined by eTol can be chosen
by the user. For a fixed time step t = tn, the error is controlled with condition ||en|| ≤ eTol. What is more, if ratio

γ = ∆tn+1

∆tn
is given, we have γ = 0.9( eTol

||en+1|| )
1/5. In this study γ is limited to [0.1, 10] and error tolerance is chosen

eTol = 10−6.

en+1 = ∆tn

7∑
s=1

(Φs − Φ̃s)ks. (2.23)

Table 2. Butcher Table of DOPRI5

c ψ
0 0
1
5

1
5 0

3
10

3
40

9
40 0

4
5

44
45

−56
15

32
9 0

8
9

19372
6561

−25360
2187

64448
6561

−212
729 0

1 9017
3168

−355
33

46732
5247

49
176

−5103
18656 0

1 35
384 0 500

1113
125
192

−2187
6784

11
84 0

ΦT 35
384 0 500

1113
125
192

−2187
6784

11
84 0

Φ̃T 5179
57600 0 7571

166954
393
640

−92097
339200

187
2100

1
40

3. Convergence Results

The present section aims to analyze the convergence of the presented scheme. For this purpose the following
assumptions will be satisfied for Eq. (2.17). For the adaptive Runge-Kutta method, we will use a similar approach
to [4] which is based on the analysis of the incoherence between the local and global order reduction for nonlinear
systems.

Let w̃n approximates the exact solution W̃ of Eq. (2.17) at t = tn and assume that for a constant matrix Ã and

the vector function f̃ the following inequalities are satisfied

< Ãw̃, w̃ > ≤ β||w̃||2, (3.1)

< f̃(t, w̃)− f̃(t, ũ) > ≤ α||w̃ − ũ||, (3.2)

for the inner product < ., . > defined in R2(N+1).
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We can rewrite DOPRI5 method which is defined by Eqs. (2.20)-(2.22) as follows

w̃n+1 = w̃n + ∆tn

7∑
s=1

ΦsF (tn + cs∆tn, y
n
s ), (3.3)

yns = w̃n + ∆tn

s−1∑
i=1

ΨsF (tn + ci∆tn, y
n
i ), (3.4)

where ∆tn is the adapted time step at t = tn and w̃n approximates the exact solution of W̃ (t) at t = tn.

Let ∆tN be constant and εN = W̃ (tN )− w̃N , which is the global error at t = T = N∆t, we can define a bound for
εN of the following form,

||εN || ≤ C∆tpN , ∆tN ∈ (0, ¯∆tN ), (3.5)

where ¯∆tN is a step size bound and p is the minimal order of all stage of DOPRI5 scheme.
In the following subsection, we analyze the discrepancy between the local and global order reduction in a similar

way to [4].

3.1. Recursion Scheme for Global Error. Here, we introduce some notations to write DOPRI5 scheme in a more
compact way. Instead of the identity matrices we will use I and for the vector in Rs with all components equal
to one will be denoted by e. Also ⊗ which is known as Kronecker product will be used for the notations such as
e = e⊗ I2(N+1). With these notations, DOPRI5 scheme can be written as

w̃n+1 = w̃n + ∆tnΦTF (tn, yn), (3.6)

yn = ew̃n + ∆tnΨF (tn, yn), (3.7)

where yn = (y
(n)
1 , y

(n)
2 , ...y

(n)
s )T ∈ Rs(2(N+1)).

In this more compact way to represent the DOPRI5 scheme, we introduce some notations. Is represents an
identity matrix with the size s × s. The vector e stands for the vector in Rs with all components are one. We
put Ψ = Ψ ⊗ I2(N+1), Φ = Φ ⊗ I2(N+1), e = e ⊗ I2(N+1) and I = Is ⊗ I2(N+1) where Ψ is the s × s matrix with

entries ψij , ΦT = (φ1, φ2, ...φs)
T where ⊗ is the Kronocker product. Let Yn = (Y

(n)
1 , Y

(n)
2 , ...Y

(n)
s )T ∈ Rs(2(N+1))

where Y
(n)
i = W̃ (tn + ci∆tn) with W̃ is the solution of Eq. (2.18) we define residual errors ρn ∈ Rs(2(N+1)) and

rn = (r
(n)
1 , r

(n)
2 , ...r

(n)
s )T ∈ Rs(2(N+1)) such that

W̃ (tn+1) = W̃ (tn) + ∆tnΦTF (tn, Yn) + ρn, (3.8)

Yn = eW̃ (tn) + ∆tnΨF (tn, Yn) + rn, (3.9)

Considering the following order conditions of Runge-Kutta method given in [4], for any given p, q ∈ N

ΦT cj−1 =
1

j
, j ∈ [1, p], (3.10)

Ψcj−1 =
1

j
cj , j ∈ [1, q]. (3.11)

We can define the vector k = (k1, k2, ...ks)
T by

k =
1

q!

(
1

q + 1
cq+1 −Ψcq

)
. (3.12)

Expanding the Taylor series for Eqs. (3.8)-(3.9) we can write the followings

ρn = ∆tp+1
n

1

p!

(
1

p+ 1
− ΦT ∆tpn

)
W̃ p+1(tn) +O(∆tp+2

n ), (3.13)

r
(n)
i = ∆tq+1

n kiW̃
q+1(tn) +O(∆tq+2

n ). (3.14)
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Substraction of Eqs. ( 3.6)-(3.7) from Eqs. (3.8)-(3.9) we can define the errors εn = ˜W (tn)− w̃n where ξn =
(ξn1 , ξ

n
2 , ...ξ

n
s )T = Yn − yn such that

εn+1 = εn + ΦTZnξn + ρn, (3.15)

ξn = eεn + ΨZnξN + rn, (3.16)

where Zn ∈ L(Rs(2(N+1))) is the block diagonal matrix defined by as follows,

Z
(n)
i = ∆tn

∫ 1

0

f̃ ′(tn + ci∆tn, y
(n)
i + θ(Y

(n)
i − y(n)

i ))dθ, 1 ≤ i ≤ s, (3.17)

with f̃ ′(t, w̃) is the Jacobian matrix
∂f̃(t, w̃)

∂w̃
. By using the same approach to [4], the following result is obtained

εn+1 = [I + ΦTZn(I−ΨZn)−1e]εn + ΦTZn(I−ΨZn)−1rn + ρn. (3.18)

In the light of all the results obtained, the convergence analysis of the adaptive Runge-Kutta method is completed
with the theorem given below. For a detailed proof of the theorem, see [4].

Theorem 3.1. Assume that the adaptive Runge-Kutta method defined in Eqs. (2.20)-(2.22) is A-stable with the
stability function defined by R(z) = 1 + ΦT z(I − Ψz)−1e, such that |R(z)| ≤ 1 for all z ∈ C− then we have the
following convergence result for p = s− 1,

||εn|| ≤ C∆tpn. (3.19)

Proof. For the proof of the Theorem 3.1, the referenced article can be examined. The conclusion was reached by
considering the path followed in the reference article in [4]. In order to show the error bound given in Eq. (3.19), we
use the perturbed error scheme which is defined in Eq. (3.18) which can be obtained for the given vectors vn ∈ R2(N+1)

and wn ∈ R2(N+1) we can define,

ε̃n = εn + vn, (3.20)

ξ̃n = ξn + (I−ΨZn)−1wn. (3.21)

Inserting this into Eqs. (3.15) and (3.16) we arrive

ε̃n+1 = [I + ΦTZn(I−ΨZn)−1]ε̃n + ΦTZn(I−ΨZn)−1r̃n + ρ̃n, (3.22)

where

ρ̃n = ρn + vn+1 − vn −Φ(T)Zn(I−ΨZn)−1wn, (3.23)

r̃n = rn − evn + wn. (3.24)

In this perturbed error scheme with vn = τs−1W (s−1)(tn) and wn = evn − kτs−1W (s−1)(tn) where k = k ⊗ I2(N+1)

we have,

r̃n = rn − kτs−1W (s−1)(tn), (3.25)

ρ̃n = ΦTZn(I−ΨZn)−1[k− e]τs−1W (s−1)(tn) + τs−1[W (s−1)tn+1 −W (s−1)tn] + ρn, (3.26)

which satisfies the inequalities ||r̃n|| ≤ C1τ
s and |ρ̃n| < C2τ

s. Hence we get the result

|ε̃N | ≤ Cτs−1, (3.27)

for certain C, τ > 0 and since

|ε̃N − εN | ≤ γτs−1|W (s−1)(tn)|, (3.28)

the order s− 1 result follows. �
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4. Numerical Results

Here, we consider the coupled Burger’s equations introduced by Esipov [7], with different initial and boundary
conditions. The numerical solutions derived by the quintic B-spline method with adaptive time are exhibited for the
various test examples examined in [16]. Different cases are studied with the various parameters and the accuracy of
the presented method is investigated to several test problems which are considered in literature.

The accuracy of the method is measured using the following L2 and L∞ norms:

L2(u) =

√√√√∑N
j=0 ‖uexact(xj ,t) − uapprox(xj , t)‖2∑N

j=0 ‖uexact(xj ,t)‖2
, (4.1)

L∞(u) = max
0≤j≤N

||uexact(xj ,t) − uapprox(xj , t)||, (4.2)

where xj denotes the uniform knot sequences such that xj = jh with h =
b− a
N

where j = 0, 1, ..., N .

Example 4.1. As a first test problem we consider the Eqs. (1.1)-(1.2) for the coefficients p = q = 1 and η = ξ = −2
and N = 50 with following initial and boundary conditions [16],

u(x, 0) = v(x, 0) = sin(x), −π ≤ x ≤ π, (4.3)

and

u(−π, t) = u(π, t) = 0, 0 ≤ t ≤ T, (4.4)

v(−π, t) = v(π, t) = 0, 0 ≤ t ≤ T. (4.5)

The exact solution of the Eqs. (1.1)-(1.2) is as follows which is described in [10]

u(x, t) = v(x, t) = e−t sin(x). (4.6)

Table 3. Absolute maximum error values of first example, Example 4.1

[15] [16] QBS-DOPRI5 QBS-DOPRI5
t L∞(u) = L∞(v) L∞(u) = L∞(v) L∞(u) = L∞(v) L2(u) = L2(v)
0.5 1.51688e-04 1.103080984e-04 1.97987e-07 7.89980e-07
1.0 1.83970e-04 1.336880384e-04 2.65422e-07 1.07654e-06
2.0 1.35250e-04 9.818252567e-05 2.43943e-07 1.05266e-06
3.0 7.46014e-05 1.029870405e-05 1.86235e-07 8.68148e-07

Table 4. The absolute maximum error values of first example, Example 4.1, at final time t = 1 with
various time steps

[15] [16] QBS-DOPRI5 QBS-DOPRI5
∆t L∞(u) = L∞(v) L∞(u) = L∞(v) L∞(u) = L∞(v) L2(u) = L2(v)
0.02 3.70976e-03 1.336881168e-03 3.46659e-07 1.51329e-06
0.01 1.84705e-03 1.336880384e-04 2.65422e-07 1.07654e-06
0.005 9.21572e-04 1.336871098e-04 2.80220e-07 1.15089e-06
0.002 4.60280e-04 1.336581399e-04 2.49910e-07 9.78322e-07
0.001 1.83970e-04 1.335581399e-04 3.62781e-07 1.601140e-07
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In the first computation, the maximum errors are presented at various time levels and corresponding results are
given in Table 3. Compared to other studies in literature, it is clear that our presented method gives better results.
In Table 4, the absolute maximum error results are computed with different ∆t time steps at final time of t = 1 for
the same coefficients.

As can be seen in the presented figures the results are the same for u(x, t) and v(x, t) solutions because of the
symmetry at initial and boundary conditions. Corresponding illustrations are displayed in Figure 1 and 2.

(a) Solutions of u (b) Solutions of v

Figure 1. The graphics of numerical solutions of first example, Example 4.1, at different final times

(a) Solutions of u (b) Solutions of v

Figure 2. The graphics of numerical solutions of first example, Example 4.1

Example 4.2. In this example, we solve the Eqs. (1.1)-(1.2) for η = ξ = 2 with different values of p and q at various
final times for N = 50. The exact solutions of the problem which are given in [15] as follows,

u(x, t) = a0 − 2A

(
2p− 1

4pq − 1

)
tanh(A(x− 2At)), −10 ≤ x ≤ 10, t > 0, (4.7)

v(x, t) = a0

(
2q − 1

2p− 1

)
− 2A

(
2p− 1

4pq − 1

)
tanh(A(x− 2At)), −10 ≤ x ≤ 10, t > 0, (4.8)

where a0 = 0.05 and A =
a0(4pq − 1)

4p− 2
. The initial and boundary conditions are taken from the exact solutions.
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Table 5. Absolute maximum error values of u(x, t) for second example, Example 4.2, with ∆t = 0.01

t p q [15] [19] [11] QBS-DOPRI5
0.5 0.1 0.3 1.44e-003 9.619e-004 4.173e-005 4.2600e-05

0.3 0.03 6.68e-004 4.310e-004 4.585e-005 4.5880e-05
1.0 0.1 0.3 1.27e-003 1.153e-003 8.275e-005 8.2805e-05

0.3 0.03 1.30e-003 1.268e-003 9.167e-005 9.1799e-05
3.0 0.1 0.03 ....... ....... 2.408e-004 2.3930e-04

0.1 0.03 ....... ....... 2.747e-004 2.5185e-04

The numerical solutions have been obtained for the domain x ∈ [−10, 10] with ∆t = 0.01. Table 5 and 6 exhibit the
comparison of the maximum errors proposed method with the literature. Although the proposed method has similar
results given in [11] it is observed that it gives quite good results when we compare it with other methods.

Table 6. Absolute maximum error values of v(x, t) for second example, Example 4.2, with ∆t = 0.01

t p q [15] [19] [11] QBS-DOPRI5
0.5 0.1 0.3 5.42e-004 3.332e-004 5.418e-005 2.2171e-05

0.3 0.03 1.20e-003 1.148e-003 2.826e-005 1.8088e-04
1.0 0.1 0.3 1.29e-003 1.162e-003 1.074e-004 4.1027e-05

0.3 0.03 2.35e-003 1.638e-003 5.673e-005 3.6100e-04
3.0 0.1 0.03 ....... ....... 3.119e-004 1.1405e-04

0.1 0.03 ....... ....... 1.663e-004 2.9210e-04

Example 4.3. Now, we consider the coupled Burger’s equations (1.1)-(1.2) with the following initial and zero boundary
conditions.

u(x, 0) =

{
sin(2πx), 0 ≤ x ≤ 0.5,

0, 0.5 < x ≤ 1,

v(x, 0) =

{
0, 0 ≤ x ≤ 0.5,

− sin(2πx), 0.5 < x ≤ 1.

Table 7. Numerical solution values u(x, t) for third examples, Example 4.3, at different final times

Maximum value of u for p = q = 10
t [16] [14] QBS-DOPRI5 At point CPU Time
0.1 0.144491495800 0.14456 0.14452 0.58 0.80
0.2 0.052356151890 0.05237 0.05238 0.54 1.32
0.3 0.019318838080 0.01932 0.01933 0.52 2.16
0.4 0.007184856672 0.00718 0.00719 0.50 2.98

The numerical solutions of Example 4.3 are obtained for x ∈ [0, 1] and the results are given for different coefficients
of p and q. In Table 7, the coefficients p and q are taken 10 with η = ξ = 2 and the maximum solution values of u
are given at different final times. The maximum solution values of v for p = q = 100 with η = ξ = 2 are exhibited at
different final times in Table 8. It is observed that the computed results are in a good agreement with the literature
and according to the observed CPU times in Tables 7 and 8 the numerical solutions can be computed in less than
4 second CPU times. Also corresponding solutions are shown in Figure 3 for t = 0.0001, 0.001, 0.01 and 0, 1. We
also note that as the values of convection parameters are enhanced, the numerical solutions approach to zero. It is
exhibited in Figures 4 and 5 .
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Table 8. Numerical solution values v(x, t) for third examples, Example 4.3, at different final times

Maximum value of v for p = q = 100
t [16] [14] QBS-DOPRI5 At point CPU Time
0.1 0.050737669860 0.05065 0.05080 0.76 0.80
0.2 0.010356602970 0.01033 0.01036 0.64 1.55
0.3 0.003517189432 0.00350 0.00351 0.56 2.16
0.4 0.001294450199 0.00129 0.00129 0.52 3.64

(a) Solutions of u (b) Solutions of v

Figure 3. The graphics of numerical solutions of third example, Example 4.3, at different final times

5. Conclusion

In this work, an effective method of line approach is applied to the coupled Burger’s equation. To approximate
the spatial derivatives, quintic B-spline functions are used. The resulting system of ordinary differential equations,
gained using this approximation, is solved with an adaptive time integration scheme called DOPRI5. Compared to
other methods, the proposed method of applying the higher-order scheme for time has enabled us to obtain more
accurate solutions in a shorter time. The convergence analysis has been studied in the derivation of the proposed
method’s uniform global error bounds. In addition to these theoretical results, the current study has also been
enhanced computationally by applying the proposed method to the coupled Burger’s equation for different initial and
boundary values. The first two examples have analytical solutions. It can be seen from the tables and simulations
that the proposed method for these examples has better accuracy than the given studies in the literature. In the
third example, it is seen that computed solutions are in good agreement with the numerical solutions in literature and
solutions can be obtained in less than four seconds CPU times, which is a very short time. As a result, the proposed
method is a practical and convenient approach for solving a wide range of partial differential equations.
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(a) Solutions of u for η = ξ = 2 (b) Solutions of u η = ξ = 100

(c) Solutions of u η = ξ = 200

Figure 4. The graphics of numerical solutions of Example 4.3, with enhancing values of convection
coefficients at different final times

(a) Solutions of u (b) Solutions of v

Figure 5. The graphics of numerical solutions of first example, Example 4.3
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