
Computational Methods for Differential Equations
http://cmde.tabrizu.ac.ir

Vol. 9, No. 4, 2021, pp. 1069-1082

DOI:10.22034/cmde.2020.41761.1805

Non-uniform L1/DG method for one-dimensional time-fractional
convection equation

Zhen Wang∗
School of Mathematical Sciences,
Jiangsu University, Zhenjiang 212013, China.
E-mail: wangzhen@ujs.edu.cn

Abstract In this paper, we present an efficient numerical method to solve a one-dimensional
time-fractional convection equation whose solution has a certain weak regularity at
the starting time, where the time-fractional derivative in the Caputo sense with order
in (0, 1) is discretized by the L1 finite difference method on non-uniform meshes and

the spatial derivative by the discontinuous Galerkin (DG) finite element method.
The stability and convergence of the method are analyzed. Numerical experiments
are provided to confirm the theoretical results.
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1. Introduction

In recent years, fractional calculus has drawn the interest of many researchers due to
its wide applications in science and engineering, such as physics, chemistry, materials,
biology and finance (for more details, see [9, 10, 17]). As is known, the analytic
solutions of the fractional differential equations (FDEs) are not easy to obatin, so
developing efficient numerical methods for FDEs is of necessity and importance.

In this article, we study the non-uniform L1/discontinuous Galerkin (DG) method
for solving one-dimensional time-fractional convection equation [11]

CD
α
0,tu+ γux = g(x, t), (x, t) ∈ Ω× (0, T ],

u(x, 0) = u0(x), x ∈ Ω,

u(a, t) = 0, t ∈ (0, T ],

(1.1)

where Ω = (a, b) is a bounded domain, γ ̸= 0 is a given constant, the source term
g(x, t) ∈ L∞(0, T ;L2(Ω)) and initial value u0(x) ∈ L2(Ω) are given functions, and

CD
α
0,t is the αth-order Caputo derivative operator defined by

CD
α
0,tu(x, t) =

1

Γ(1− α)

∫ t

0

(t− s)
−α ∂u

∂s
ds, 0 < α < 1, (1.2)
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in which Γ(z) :=
∫∞
0

sz−1e−sds denotes the Gamma function.
A vast amount of literature can be found on the numerical approximation of the

convection-diffusion(-reaction) equations of fractional order, e.g., [1, 5, 6, 7]. As for the
pure convection equation, the investigation on this kind of equations with integer order
has a long-term history, while the development of this kind of equations with fractional
order is very slow and just the beginning. Very recently, Li et al. [12] derived fractional
convection diffusion equations to model anomalous convection process. Shortly after,
they constructed various numerical approximations to fractional convection equation
in [14]. However, the study of fractional convection equations is far from complete.

The DG method is a class of finite element methods using discontinuous piecewise
polynomials as the solution and the test spaces. In the past few years, some inter-
esting papers are concerned with the DG method for FDEs. Mustapha and McLean
[18] proposed an effective numerical method to solve an evolution equation with a
memory term based on the DG method in time and continuous piecewise-linear finite
elements in space. Wei and He [21] presented a fully discrete local DG scheme for
the time-fractional fourth-order problems, where the time fractional derivative was
approximated by the L1 method on uniform meshes. Du et al. [4] proposed a fully
discrete local DG scheme for the nonlinear time-fractional partial differential equation
with fourth-order spacial derivative. A DG method for the time discretization of the
time-fractional Cable equation was presented in [23]. Huang et al. [8] investigated
the time-fractional reaction-diffusion problem by applying the L1 discretisation on
non-uniform meshes in time and a direct DG method in space.

The typical solution of time-fractional differential equation often has weak (or low)
regularity at the starting (ending) point for the left (right) fractional derivative. In
all most all this situations, fractional derivative conventionally means the left one.

For example, in Eq. (1.1), u(·, t) can be continuous at [0, T ] for a given T , but ∂u(·,t)
∂t

very likely blows up when t → 0+. To deal with such a problem, many efforts have
been made to develop effective numerical methods, such as the corrected method
[13, 22], L1 method on non-uniform meshes [8, 16, 20], and so on. The objective in
this paper is to present a methodology for the time-fractional convection equation
with weak regular solution. The Caputo time-fractional derivative is discretized by
the L1 finite difference method on non-uniform meshes and the spatial derivative by
the DG method. The stability and convergence of the method are analyzed.

The rest of this paper is outlined as follows. In section 2, we present the non-
uniform L1/DG method for the one-dimensional time-fractional convection equation
and give a detailed proof of the L2-stability and optimal error estimate for the fully
discrete scheme. In section 3, we provide the illustrative numerical experiments which
support the theoretical analyses. Concluding remarks are given in the last section.

2. The non-uniform L1/DG method

In this section, we consider the non-uniform L1/DGmethod for the one-dimensional
time-fractional convection equation (1.1).

2.1. Notations, definitions and projections. In order to define the non-uniform
L1/DG scheme for Eq. (1.1), we first use Ih to denote a tessellation of the interval
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Ω =[a, b], consisting of cells Ii = (xi− 1
2
, xi+ 1

2
), for 1 ≤ i ≤ N , where a = x 1

2
< x 3

2
<

· · · < xN+ 1
2
= b. The cell center and cell length are denoted by xi = (xi− 1

2
+xi+ 1

2
)/2

and hi = xi+ 1
2
− xi− 1

2
, respectively. We use h = maxi hi to represent the length of

the largest cell. The associated finite element space is defined as

Vh =
{
v ∈ L2(Ω) : v|Ii ∈ Pk(Ii), i = 1, . . . , N

}
,

where Pk(Ii) denotes the set of polynomials of degree up to k ≥ 0 defined on the cell Ii.
As usual, we use u−|x

i+1
2

and u+|x
i+1

2

to represent the values of u at the discontinuity

point xi+ 1
2
, from the left cell Ii, and from the right cell Ii+1, respectively. The jump

of u at each element boundary point is denoted by [[u]]x
i+1

2

= u+|x
i+1

2

− u−|x
i+1

2

.

Define the L2-inner product over the interval Ii (i = 1, . . . , N) ⊂ Ω and the associ-
ated norm by

∥v∥2Ii = (v, v)Ii , (u, v)Ii =

∫
Ii

uvdx.

Summing over all the elements, we denote

∥v∥2Ω =
N∑
i=1

∥v∥2Ii , (u, v)Ω =
N∑
i=1

(u, v)Ii .

For any nonnegative integer m, denote by ∥ · ∥Hm(Ii) the standard Sobolev norm on
the cell Ii. Then the broken Sobolev space Hm(Ih) is given by [19]

Hm(Ih) :=
{
v ∈ L2(Ω) : v|Ii ∈ Hm(Ii), ∀i = 1, . . . , N

}
,

and is endowed with the following norm

∥v∥Hm(Ih) =

(
N∑
i=1

∥v∥2Hm(Ii)

) 1
2

.

Now we define two kinds of Gauss-Radau projections P±
h of a given function q ∈

H1(Ω) into the finite element space Vh, which were introduced by Castillo et al. [2],
i.e., for each i,∫

Ii

(
P+
h q(x)− q(x)

)
vhdx = 0, ∀vh ∈ Pk−1(Ii), (P+

h q)
+|x

i− 1
2

= q+|x
i− 1

2

, (2.1)

and ∫
Ii

(
P−
h q(x)− q(x)

)
vhdx = 0, ∀vh ∈ Pk−1(Ii), (P−

h q)
−|x

i+1
2

= q−|x
i+1

2

. (2.2)

Let Π = q(x)−Qhq(x) with Qh = P±
h defined in (2.1) and (2.2). Then a standard

scaling argument as that in [3] yields

∥Π∥Ω + h∥Πx∥Ω + h
1
2 ∥Π∥Γh

≤ Chk+1∥Π∥Hk+1(Ih), (2.3)

where C is a positive constant independent of h, and

∥Π∥2Γh
=

N∑
i=1

(
(Π+|x

i− 1
2

)2 + (Π−|x
i+1

2

)2
)
.
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2.2. Fully discrete non-uniform L1/DG scheme. In [11], the (possible) weak
regularity of the solution at the starting time is not considered. As compensation,
here we study the case of the weak regularity of the solution at the initial time. Let
tn = T (n/M)r, n = 0, 1, . . . ,M be the mesh points, r ≥ 1. Denote τn = tn − tn−1,
n = 1, . . . ,M be the time mesh sizes. If r = 1, then the mesh is just uniform.

The L1 approximation on the non-uniform meshes to the Caputo derivative is given
as follows,

CD
α
0,tu|t=tn =

1

Γ(1− α)

∫ tn

0

(tn − s)
−α ∂u

∂s
ds

=
1

Γ(2− α)

[
dn,1u(x, tn) +

n−1∑
i=1

(dn,i+1 − dn,i)u(x, tn−i)

−dn,nu(x, t0)

]
+Qn. (2.4)

Here Qn is the truncation error and dn,i =
(tn−tn−i)

1−α−(tn−tn−i+1)
1−α

τn−i+1
. In particular,

dn,1 = τ−α
n . Besides, the coefficients dn,i have the following properties,

dn,i+1 ≤ dn,i, for 1 ≤ i ≤ n− 1, (2.5)

and

(1− α)(tn − tn−i)
−α < dn,i < (1− α)(tn − tn−i+1)

−α, for 1 ≤ i ≤ n. (2.6)

Although the solution u(x, t) to (1.1) can be continuous at the interval [0, T ],
∂u(x, t)

∂t
and/or

∂2u(x, t)

∂t2
most likely blow(s) up (that is, approach(es) to ∞) as

t → 0+ for α ∈ (0, 1). That is to say, u(x, t) has weak regularity at the starting time
t = 0. Throughout this paper, we assume that there exists a unique solution u(x, t)
of Eq. (1.1) such that∣∣∣∣∂lu(x, t)

∂tl

∣∣∣∣ ≤ C(1 + tα−l), l = 0, 1, 2. (2.7)

Such assumptions are reasonable, for example, see [20] for details. And they have
often been used, e.g., [15]. Then with the above assumptions, we have the following
lemma.

Lemma 2.1 ([20]). Assume that (2.7) holds for any fixed x. Then there exists a
constant C such that for all tn

|Qn| ≤ Cn−min{2−α,rα}, n = 1, . . . ,M.

Now we return to Eq. (1.1). Denote un = u(x, tn) and

Υα
t u

n =
1

Γ(2− α)

[
dn,1u

n +
n−1∑
i=1

(dn,i+1 − dn,i)u
n−i − dn,nu

0

]
, n = 1, . . . ,M. (2.8)
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The weak form of (1.1) at tn is formulated as

(CD
α
0,tu

n, v)Ω − (γun, vx)Ω +
N∑
i=1

(
(γunv)−|x

i+1
2

− (γunv)+|x
i− 1

2

)
= (gn, v)Ω. (2.9)

Here v ∈ Vh is an arbitrary test function.
Let un

h ∈ Vh be the approximation of un. Then we can define the fully discrete
non-uniform L1/DG scheme as follows: find un

h ∈ Vh such that for all test function
vh ∈ Vh, it holds that

(Υα
t u

n
h, vh)Ω −

(
γun

h, (vh)x
)
Ω
+

N∑
i=1

(
(γûn

hvh)
−|x

i+1
2

− (γûn
hvh)

+|x
i− 1

2

)
= (gn, vh)Ω. (2.10)

The hat terms in (2.10) obtained from integration by parts are the so-called “nu-
merical fluxes”, which are single-valued functions defined on the edges. The freedom
in choosing numerical fluxes can be utilized for designing a scheme that enjoys certain
stability properties. It turns out that if γ > 0, we can take the numerical flux as

ûn
h = (un

h)
− (2.11)

on each cell interface. If γ < 0, we can take the numerical flux as

ûn
h = (un

h)
+ (2.12)

on each cell interface.
Without loss of generality, we consider the case γ > 0 with flux choice (2.11) in its

numerical analysis. The cases of γ < 0 can be considered in a same manner so is left
out here.

2.3. Stability analysis. The non-uniform L1/DG scheme using the numerical flux
(2.11) for the one-dimensional time-fractional convection equation satisfies the follow-
ing L2-stability.

Lemma 2.2. The solution un
h of the non-uniform L1/DG method defined by (2.10)

satisfies

∥un
h∥Ω ≤ ∥u0

h∥Ω + ταn Γ(2− α)
n∑

j=1

θn,j ∥gj∥Ω, n = 1, . . . ,M, (2.13)

where θn,n = 1, θn,j =

n−j∑
i=1

ταn−i(dn,i − dn,i+1)θn−i,j, j = 1, . . . , n− 1.

Proof. Taking the test functions vh = un
h in the scheme (2.10) and integrating by

parts, we obtain

(Υα
t u

n
h, u

n
h)Ω +

1

2
γ

N∑
i=1

[[un
h]]

2
x
i− 1

2

= (gn, un
h)Ω,
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which implies

(Υα
t u

n
h, u

n
h)Ω ≤ (gn, un

h)Ω, (2.14)

By definition (2.8) and the Cauchy-Schwarz inequality, we get

∥un
h∥Ω ≤ ταn

[
dn,n ∥u0

h∥Ω +
n−1∑
i=1

(dn,i − dn,i+1)∥un−i
h ∥Ω

+Γ(2− α)∥gn∥Ω

]
. (2.15)

Now, we prove this lemma by mathematical induction. When n = 1, (2.15) becomes

∥u1
h∥Ω ≤ τα1

(
d1,1 ∥u0

h∥Ω + Γ(2− α)∥g1∥Ω
)
, (2.16)

which is true.
Supposing the following estimates hold

∥um
h ∥Ω ≤ ∥u0

h∥Ω + ταmΓ(2− α)
m∑
j=1

θm,j ∥gj∥Ω, m = 2, . . . , s, (2.17)

we only need to prove

∥us+1
h ∥Ω ≤ ∥u0

h∥Ω + ταs+1Γ(2− α)
s+1∑
j=1

θs+1,j ∥gj∥Ω.

Letting n = s+ 1 in (2.15) and using (2.17), we have

∥us+1
h ∥Ω ≤ ταs+1

[
ds+1,s+1 ∥u0

h∥Ω +
s∑

i=1

(ds+1,i − ds+1,i+1)∥us+1−i
h ∥Ω

+Γ(2− α)∥gs+1∥Ω

]

≤ ταs+1

[
ds+1,s+1 ∥u0

h∥Ω + Γ(2− α)∥gs+1∥Ω +
s∑

i=1

(ds+1,i − ds+1,i+1)

×
(
∥u0

h∥Ω + ταs+1−i Γ(2− α)
s+1−i∑
j=1

θs+1−i,j∥gj∥Ω
)]

= ταs+1

[
ds+1,1 ∥u0

h∥Ω + Γ(2− α)∥gs+1∥Ω

+Γ(2− α)
s∑

i=1

(
ταs+1−i(ds+1,i − ds+1,i+1)

s+1−i∑
j=1

θs+1−i,j ∥gj∥Ω
)]

= ∥u0
h∥Ω + ταs+1Γ(2− α)

s+1∑
j=1

θs+1,j ∥gj∥Ω.

The proof is thus completed. □
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Lemma 2.3 ([20]). Let the parameter η satisfies η ≤ rα. Then for n = 1, 2, . . . ,M ,
one has

ταn

n∑
j=1

j−ηθn,j ≤
TαM−η

1− α
.

Theorem 2.4. The solution un
h to the scheme (2.10) satisfies the L2-stability

∥un
h∥Ω ≤ ∥u0

h∥Ω + TαΓ(1− α) max
1≤j≤n

∥∥gj∥∥
Ω
, n = 1, . . . ,M. (2.18)

Proof. It follows from Lemma 2.3 that

ταn

n∑
j=1

θn,j ≤
Tα

1− α
.

Combining the above inequality with Lemma 2.2, we immediately get the desired
inequality (2.18). □

2.4. Error estimate. Now we show the optimal error estimate of the fully discrete
non-uniform L1/DG scheme (2.10) with flux (2.11) for the time-fractional convection
equation (1.1).

Theorem 2.5. Let u(x, tn) be the exact solution of (1.1) and un
h be the numerical

solution of the fully discrete non-uniform L1/DG scheme (2.10), respectively. Suppose
that u(x, t) satisfies the temporal regularity assumption (2.7) and u(·, t) ∈ Hk+1(Ih).
Then, it holds that

∥u(x, tn)− un
h∥Ω ≤ C

(
M−min{2−α,rα} + hk+1

)
, (2.19)

where C is a positive constant independent of M and h.

Proof. Denote

enu = u(x, tn)− un
h = P−

h e
n
u +

(
u(x, tn)− P−

h u
n
)
:= ξnu + ηnu . (2.20)

Subtracting (2.10) from (2.9), we obtain the error equation

(
CD

α
0,tu(x, tn)−Υα

t u
n
h, vh

)
Ω
−
(
γenu, (vh)x

)
Ω
+

N∑
i=1

(
γ(enu)

−(vh)
−|x

i+1
2

−γ(enu)
−(vh)

+|x
i− 1

2

)
= 0. (2.21)

Substituting (2.20) into (2.21), one has

(Υα
t ξ

n
u , vh)Ω − γ

(
ξnu , (vh)x

)
Ω
+

N∑
i=1

γ
(
(ξnu )

−v−h |xi+1
2

− (ξnu )
−v+h |xi− 1

2

)
= −(Qn, vh)Ω − (Υα

t η
n
u , vh)Ω + γ

(
ηnu , (vh)x

)
Ω
− γ

N∑
i=1

(
(ηnu)

−v−h |xi+1
2

−(ηnu)
−v+h |xi− 1

2

)
. (2.22)
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Taking the test function vh = ξnu in (2.22) and using (2.2) and the Cauchy-Schwarz
inequality, we arrive at

(Υα
t ξ

n
u , ξ

n
u )Ω +

1

2
γ

N∑
i=1

[[ξnu ]]
2
x
i− 1

2

= −(Qn, ξnu )Ω − (Υα
t η

n
u , ξ

n
u )Ω ≤ ∥Qn∥Ω∥ξnu∥Ω + ∥Υα

t η
n
u∥Ω∥ξnu∥Ω.

(2.23)

Then in view of the definition of operator Υα
t and Lemma 2.1, we obtain

∥ξnu∥Ω ≤ ταn

[
n−1∑
i=1

(dn,i − dn,i+1)∥ξn−i
u ∥Ω + C

(
n−min{2−α,rα} + hk+1

)]
. (2.24)

Now we prove that the interpolation error ξnu satisfies

∥ξnu∥Ω ≤ Cταn

n∑
j=1

θn,j

(
hk+1 + j−min{2−α,rα}

)
, n = 1, . . . ,M, (2.25)

where C is the constant in (2.24). We prove (2.25) by mathematical induction.
When n = 1, (2.24) is

∥ξ1u∥Ω ≤ Cτα1 (1 + hk+1).

It is true.
Suppose that the following inequality holds,

∥ξmu ∥Ω ≤ Cταm

m∑
j=1

θm,j

(
hk+1 + j−min{2−α,rα}

)
, m = 2, . . . , s. (2.26)

We need prove that

∥ξs+1
u ∥Ω ≤ Cταs+1

s+1∑
j=1

θs+1,j

(
hk+1 + j−min{2−α,rα}

)
.
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Let n = s+ 1 in (2.24) and use the induction hypothesis (2.26). One has

∥ξs+1
u ∥Ω ≤ τα

s+1

[
s∑

i=1

(ds+1,i − ds+1,i+1)∥ξs+1−i
u ∥Ω + C

(
hk+1 + (s+ 1)−min{2−α,rα})]

≤ τα
s+1

[
s∑

i=1

(ds+1,i − ds+1,i+1)
(
Cτα

s+1−i

s+1−i∑
j=1

θs+1−i,j

(
hk+1

+j−min{2−α,rα}))+ C
(
hk+1 + (s+ 1)−min{2−α,rα})]

= τα
s+1

[
s∑

j=1

C
(
hk+1 + j−min{2−α,rα})

×

(
s+1−j∑
i=1

τα
s+1−i(ds+1,i − ds+1,i+1)θs+1−i,j

)

+C
(
hk+1 + (s+ 1)−min{2−α,rα})]

= Cτα
s+1

s+1∑
j=1

θs+1,j

(
hk+1 + j−min{2−α,rα}).

This ends the proof of (2.25).
Hence, applying Lemma 2.3 and (2.25) gives

∥ξnu∥Ω ≤ Cταn

n∑
j=1

θn,j h
k+1 + Cταn

n∑
j=1

θn,j j
−min{2−α,rα}

≤ CTα

1− α

(
hk+1 +M−min{2−α,rα}

)
.

(2.27)

Finally, Theorem 2.5 follows from the triangle inequality and the interpolating
property (2.3). □

Remark 2.6. Even though the proof in this paper is presented only for time-
fractional convection equation (1.1) with the Dirichlet boundary conditions on the
inflow boundary (i.e., x = a). The same optimal convergence results can be obtained
for (1.1) with the periodic boundary conditions in a similar way.

3. Numerical examples

The purpose of this section is to numerically validate the error estimate of the non-
uniform L1/DG method for one-dimensional time-fractional convection equation.

Example 3.1. Consider the following one-dimensional time-fractional convection
equation,

CD
α
0,tu+ ux = g(x, t), (x, t) ∈ (0, 1)× (0, 1], α ∈ (0, 1),

u(x, 0) = 0, x ∈ (0, 1),

u(0, t) = 0, t ∈ (0, 1],

(3.1)
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(d) α = 0.8

Figure 1. The numerical solutions for Example 3.1 with different
α. P1 elements and non-uniform meshes with M = N = 32 cells.

where

g(x, t) =

(
Γ(α+ 1) +

2t2−α

Γ(3− α)

)
sin(πx) + π(t2 + tα) cos(πx).

The exact solution is u(x, t) = (t2 + tα) sin(πx).

Obviously, the exact solution of Eq. (3.1) has weak regularity at the initial time

due to the factor tα. (
∂u(x, t)

∂t
and

∂2u(x, t)

∂t2
blow up as t → 0+ albeit u(x, t) is

continuous in [0, T ] for a given T > 0.) We test this example by scheme (2.10) with
numerical flux (2.11). In Figure 1, the numerical solutions of α = 0.2, 0.4, 0.6, 0.8 are
displayed. We clearly see that the initial layer becomes sharper as α decreases. The
L2 errors and convergence rates in temporal direction with different parameters α
and r are presented in Tables 1-3. These results indicate that the temporal accuracy
is O(M−min{2−α,rα}). In Tables 4 and 5, we take t = 1, r = 2−α

α and the errors in

L2 form are closed to (k+1)-th order of convergence in space, which agrees with the
theoretical analysis.

For the discontinuous initial value condition, scheme (2.10) still works well. See
the next example.
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Table 1. Time convergence results for Example 3.1 using scheme
(2.10), M = N , k = 1, t = 1, r = 1.

α = 0.4 α = 0.6 α = 0.8

M L2-error Order L2-error Order L2-error Order

64 2.49e-02 - 1.17e-02 - 2.26e-03 -
128 1.97e-02 0.34 7.87e-03 0.58 2.26e-03 1.61
256 1.53e-02 0.36 5.23e-03 0.59 1.33e-03 0.77
512 1.18e-02 0.38 3.46e-03 0.60 7.70e-04 0.79
1024 9.03e-03 0.39 2.29e-03 0.60 4.45e-04 0.79

Table 2. Time convergence results for Example 3.1 using scheme
(2.10), M = N , k = 1, t = 1, r = 2−α

α .

α = 0.4 α = 0.6 α = 0.8

M L2-error Order L2-error Order L2-error Order

64 7.32e-04 - 1.04e-03 - 2.08e-03 -
128 2.68e-04 1.45 4.18e-04 1.31 9.29e-04 1.16
256 9.50e-05 1.50 1.65e-04 1.34 4.11e-04 1.18
512 3.30e-05 1.53 6.40e-05 1.36 1.80e-04 1.19
1024 1.13e-05 1.55 2.46e-05 1.38 7.88e-05 1.19

Table 3. Time convergence results for Example 3.1 using scheme

(2.10), M = N , k = 1, t = 1, r = 2(2−α)
α .

α = 0.4 α = 0.6 α = 0.8

M L2-error Order L2-error Order L2-error Order

64 2.17e-03 - 2.71e-03 - 4.46e-03 -
128 8.00e-04 1.44 1.09e-03 1.31 2.00e-03 1.16
256 2.84e-04 1.49 4.28e-04 1.35 8.82e-04 1.18
512 9.89e-05 1.52 1.66e-04 1.37 3.87e-04 1.19
1024 3.39e-05 1.55 6.37e-05 1.38 1.69e-04 1.19

Table 4. Spatial convergence results for Example 3.1 using scheme
(2.10), M = 500, k = 1, t = 1, r = 2−α

α .

α = 0.4 α = 0.6 α = 0.8

N L2-error Order L2-error Order L2-error Order

4 3.81e-02 - 3.83e-02 - 3.85e-02 -
8 9.32e-03 2.03 9.32e-03 2.04 9.26e-03 2.05
16 2.28e-03 2.03 2.25e-03 2.05 2.17e-03 2.09
32 5.44e-04 2.07 5.19e-04 2.12 4.38e-04 2.31

Example 3.2. Consider the following one-dimensional time-fractional convection
equation with discontinuous initial value condition,

CD
α
0,tu+ ux = f(x, t), (x, t) ∈ (0, 1)× (0, 1], α ∈ (0, 1),

u(x, 0) =

{
x2(1− x)2, x ∈ (0, 1

2 ),

−x2(1− x)2, x ∈ [ 12 , 1),

u(0, t) = 0, t ∈ (0, 1],

(3.2)
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Table 5. Spatial convergence results for Example 3.1 using scheme
(2.10), M = 10000, k = 2, t = 1, r = 2−α

α .

α = 0.4 α = 0.6 α = 0.8

N L2-error Order L2-error Order L2-error Order

4 2.75e-03 - 2.74e-03 - 2.73e-03 -
8 3.51e-04 2.97 3.50e-04 2.97 3.47e-04 2.97
16 4.41e-05 2.99 4.37e-05 3.00 4.16e-05 3.06
32 5.40e-06 3.03 5.09e-06 3.10 5.17e-06 3.01

where the source term is given by

f(x, t) =



(
Γ(α+ 1) + 2t2−α

Γ(3−α)

)
x2(1− x)2

+(t2 + tα + 1)2x(1− x)(1− 2x), x ∈ (0, 1
2 ),

−
(
Γ(α+ 1) + 2t2−α

Γ(3−α)

)
x2(1− x)2

−(t2 + tα + 1)2x(1− x)(1− 2x), x ∈ [ 12 , 1).

The exact solution of the above equation is

u =

{
(t2 + tα + 1)x2(1− x)2, x ∈ (0, 1

2 ),

−(t2 + tα + 1)x2(1− x)2, x ∈ [ 12 , 1).

We calculate this example by using the proposed numerical algorithm (2.10). Fig-
ure 2 shows the numerical solution agrees the exact solution with different values of
α.

4. Concluding remarks

In this paper, we have studied the one-dimensional time-fractional convection equa-
tions. Considering the time-fractional partial differential equation often has weak reg-
ularity at the starting time, we use the non-uniform L1 scheme to discretize the time
fractional derivative, and the DG method to discretize the space derivative. Then we
prove that the established scheme is stable and convergent. Finally, several numerical
examples are provided which are in line with the theoretical analysis. In a future
work, we would extend the present method to deal with high-dimensional problems.
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Figure 2. The comparison of exact and numerical solutions for Ex-
ample 3.2 with different α at t = 1. P1 elements and non-uniform
meshes with M = N = 32 cells.
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