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Abstract The nonlinear Black-Scholes equation has been increasingly attracting interest over
the last two decades, because it provides more accurate values by considering trans-
action costs as a viable assumption. In this paper we review the fully nonlinear
Black-Scholes equation with an adjusted volatility which is a function of the second
derivative of the price and then we prove two new theorems in this realistic model.
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1. INTRODUCTION

A derivative is a contract that derives its value from the performance of an underly-
ing entity [15]. Financial derivatives enable parties to trade specific financial risks to
other entities to manage these risks. The risk embodied in a derivatives contract can
be traded by trading the contract itself, such as with options. As a matter of fact, op-
tion is one of the more common derivatives [10]. The value of the financial derivative
derives from the reference price. Because the future reference price is not known, the
value of the financial derivative at maturity can only be estimated. The assumptions
made by Black and Scholes [3] when they derived their option pricing formula were
volatility o was constant and there were no transaction costs or taxes. The volatility
o here follows a stochastic differential equation of the geometric Brownian motion

dS = pSdt + o SdW

with a drift p [14]. The standard Black-Scholes model has been widely accepted by
academics and used by practitioners. Nevertheless, it has also attracted criticism
because the essential model parameter, the volatility, is not constant. It is often
determined by computing the implied volatility out of the observed option prices
by inverting the Black-Scholes formula. This leads to a generalization of the Black-
Scholes model replacing the constant volatility by a volatility function. This volatility
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function leads to a notable increase in the option price. There are several models of
the generalized Black-Scholes equation like Leland’s model [11], Barles” and Soner’s
model [2], etc. We focus on Barles” and Soner’s model in this paper.

The contents of this paper are as follows: In the next section we review the Barles’
and Soner’s model. In section 3 we prove two new properties of the utility function
in the Barles’ and Soner’s model. Finally, we sum up the conclusions in section 4.

2. BARLES’ AND SONER’S MODEL

In 1998, Barles and Soner [2], derived a model assuming that investor’s preferences
are characterized by an exponential utility function. They used an exponential utility
function and proved - using the theory of stochastic optimal control - that option
price V is the unique viscosity solution of the Black-Scholes equation. Consider

v 0% ,0°V ov
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where the nonlinear volatility is given by

2 2 227V

o =051+ Ylexp(r(T —t))a*S w]}, (2.2)
where S is the price of the underlying asset, T is the maturity date, r is the risk-free
interest rate, oy is the asset volatility, and a is transaction cost. Function W(A) is the
solution of the following nonlinear ordinary differential equation

U(A)+1
vy AL
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The European call option pricing with transaction costs by strike price F is the

solution to Eq. (2.1) on S € [0,00) and ¢ € [0,T], with the following terminal and
boundary conditions:

A0, W(0)=0. (2.3)

V(S,T) = (S) = max($ ~ B,0),  V(0,)=0,  lim V(5,1)=5.
(2.4)

In the appendix of [2], it is shown that the function A — A(1 4 ¥(A)) is nonde-
creasing in R. This implies that the nonlinear Black-Scholes equation is a degenerate
parabolic equation and the theory of viscosity solutions applies to this equation. We
would like to refer the interested reader to [4, 8] for the viscosity solutions. The
existence of a viscosity solution to (2.1) has been proved in [2].

The values of U(A) in (2.3) play an important role in the solution of (2.1). We get
the solution of (2.3) in the Theorem 1.

Theorem 2.1. The function ¥, the solution of Eq. (2.3), defines

_ arcsin h(v/) 9
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Proof Consider A > 0, because of VAY in (2.3) we should have ¥ > 0. Since
v = dA = % = %,

1 v+1
A 2/AVY - A
therefore
AU 4+1) =2VAVE — A,
SO
A 2/
A+ — 714’ 2.
MR R (2:5)
Eq. (2.5) is a Bernoulli differential equation with the solution
)4 2
= d¥ +¢)”,
(\/\If +1 / VU +1 )
which c is constant. By considering \%H = 22, we can see dU as
2z
AV = ———=d
1—z22"
therefore
)4 222
av = [ ————d=.
VU +1 /(1—z)2(1+z)2 N
By decomposition of fractions we get
S N U R
(1—2)2(1+2)2 201-2) 201—-2)2 21+2)  2(1+2)?
SO ,
1 VI+T1 -V
A= ( In +\F\/\I/+>+c .
<\/x11+1 RV Yo +xf)
Because ¥(0) = 0, we obtain ¢ = 0. On the other hand, we know
arcsin h(V®) = In(vV¥ + V¥ +1).
Also
VU 41+
In( \F)—l(\/\u 1+V0)?,
VI F1- VT
therefore
VI +1-VU 1
—~In(vVU + 1+ V)2,
T 2 )
SO
) 2
A = <\/> — \/\Ili—i—l arcsin h(ﬁ)) .
When A < 0, we follow [6] and use the change of variables
A= -2 g(U)=+-1,
[c]v)



120 M. RANJBAR AND S. POURGHANBAR

so Eq. (2.3) becomes

Then
c+ arcsing

Vi

By initial condition ¥(0) = 0, we get

arcsin v/ —W¥
VA= ———— — /-,
VA

O

As said in [5], Theorem 2 will play an important role in studying the consistency
of the numerical methods for solving the model.

Theorem 2.2. Let g(A) = AV(A). Then g(A) is a continuously differentiable func-
tion at A = 0 and satisfies

l9'(A)] < max{G,2|A|¥'(A3) +d2}, AE€TR, (2.6)
where R is real numbers, and
A2 >~ 958, d2 = \I/(AQ) — \I//(AQ)AQ >~ 262, (27)
and
41 — 2
G = max{|g(A): A, < A< Ao}, Ay :_%. (2.8)
Proof. see [5]. O

3. PROPERTIES OF UTILITY FUNCTION W

As a matter of fact the analysis of (2.3) implies some properties that we see in the
next theorems.

Theorem 3.1. The utility function ¥ satisfies the following properties

L Y(4) : _
Ah_r}mO<> = 1, AEIEOO\II(A) =-1 (3.1)
Proof. See [2]. O

Theorem 3.2. The utility function ¥V is a one to one increasing function mapping
the real line onto the interval (—1,00).

Proof. See [6]. O
Theorem 5 and Theorem 6 are expressed and proved for the first time in this paper.

Theorem 3.3. The function V2(x) is a conver function (convex downward) in the
domain x < 0.
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Proof. Consider & < y two arbitrary numbers in (—oco0,0). We know

20 (2)¥(y) < U (x) + L3(y).
From [5], we get ‘;Z‘g > 0 for # < 0. Therefore ¥(z) is a convex function (convex

downward) for < 0. Two positive constants o and /5 are chosen so that o + 8 = 1.
So

U(ax + By) < a¥(z) + BY(y).
Also

U (ax + By) = V(ax + By)¥(az + By)
< (a9 (@) + BUW)) (W (@) + 5U(y))
= a?0?(z) + af (29 (2)U(y)) + 2T (y)
< 20 (2) + af (VP (x) + VP(y)) + B203(y)
= U3 (z)(a® + af) + VP (y) (aB + %)
= a\Ilz(x) + B\IIQ(y).
O

Theorem 3.4. The function h(x) = x¥'(x) — ¥(x) s a decreasing function for
x € (—00,00).

Proof. (i) : Consider x < y two arbitrary negative constants. There is a constant ¢y,
x < ¢1 <y, such that U(y) — U(x) = ¥ (c1)(y — x). Therefore

h(y) — h(z) = y¥'(y) — ¥(y) — (29'(z) — ¥(z))
= U(x) = U(y) + (y — )V (y) + (¥ (y) — ¥'(x))
=V (c)(y —x) + (y —2)¥'(y) +z(¥'(y) — ¥'(x))
=(y—z)(Y(y) — V(1)) +z(¥'(y) — ¥'(x)).

Since VU is a convex downward function in (—o00,0), so ¥’ is increasing, ¥'(z) <
U'(c1) < ¥'(y) and

V(er) =W (y) <0, W(y)—W(z)>0, W(y)—T(e)<V(y)— V()

(3.2)
Therefore
h(y) = h(z) = (y — 2)(V'(y) = V(1)) +2(¥'(y) — ¥'(2))
<(y—a)(V'(y) — V'(2) + 2 (¥'(y) — ¥'(2))
=y(¥'(y) - ¥'(z)) <0
[c ][]
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(i) : Consider = < y two arbitrary positive constants. There is a number ¢y, z <
ca <y, such that U(y) — ¥(z) = ¥ (c2)(y — x). Therefore

h(y) — h(@) = (z —y) (¥'(c2) — V' (y)) — 2(¥'(z) — ¥'(y)).

Since ¥ is a concave downward function in (0, c0), so ¥ is decreasing, ¥'(x) > ¥'(y),
and

U'(e2) = ¥'(y) < ¥'(z) — ¥'(y). (3-3)

Therefore

hy) — h(@) < (@ — ) (¥'(@) - V() - 2(¥'(2) - V()
— (V@) - V'(3)) < 0.

(#i7) : When z and y are two arbitrary constants which < 0 < y, the proof is the
same of (ii), and thus the proof is complete. O

Several numerical methods for solving Barles’ and Soner’s model have already been
proposed and we refer the interested reader to [1, 7, 5, 6, 12, 9, 13].

4. CONCLUSIONS

In this paper we considered a nonlinear Black-Scholes model for option pricing
under variable transaction costs. The diffusion coefficient of the nonlinear parabolic
equation for the price V' is assumed to be a function of the underlying asset price. The
main goal of this paper was to review the Barles’ and Soner’s model of the nonlinear
Black-Scholes equation and proved two new theorems about this model.
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