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Abstract The method of quasilinearization is an effective tool to solve nonlinear equations
when some conditions on the nonlinear term of the problem are satisfied. When the
conditions hold, applying this technique gives two sequences of coupled linear equa-

tions and the solutions of these linear equations are quadratically convergent to the
solution of the nonlinear problem. In this article, using some transformations, the
well-known Blasius equation which is a nonlinear third order boundary value prob-
lem, is converted to a nonlinear Volterra integral equation satisfying the conditions

of the quasilinearization scheme. By applying the quasilinearization, the solutions of
the obtained linear integral equations are approximated by the collocation method.
Employing the inverse of the transformation gives the approximation solution of the
Blasius equation. Error analysis is performed and comparison of results with the

other methods shows the priority of the proposed method.
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1. Introduction

The idea of the method of quasilinearization which is developed by Bellman and
Kalaba [5, 6] provides existence results for a wide variety of nonlinear problems and
when is combined with the technique of lower and upper solutions, generalized quasi-
linearization technique is derived that yields pointwise lower and upper estimates.
The lower and upper estimates are the solutions of the corresponding linear prob-
lems that converge quadratically to the solution of the given nonlinear problem. This
fruitful idea goes back to Chaplygin [8, 21].
The method of generalized quasilinearization is an effective tool to obtain lower or
upper bounds for the solutions of nonlinear equations and then has been noticed in
many areas of sciences that their arisen problems are nonlinear. In [11] Devi et al.
employed this method to the Caputo fractional differential equations. Koleva [19]
used quasilinearization in solving high order nonlinear differential equations. Also
this method has been developed for solving reaction diffusion equations [27, 39]. In
[40] Zhu et al. presented two iterative methods for solving the Falkner-Skan equation
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based on the quasilinearization method. This powerful method has attracted the at-
tention of a number of researchers [4, 13, 18, 20, 22, 23, 29]. In the area of integral
equations consider the following nonlinear equation:

u(t) = h(t) +

∫ t

0

k(t, s, u(s))ds. (1.1)

The method of generalized quasilinearization is developed in [30] to solve Eq. (1.1).
When k is nonincreasing in u and satisfies a Lipschitz condition, this technique offers
coupled monotonic sequences of linear iterations

vp(t) = h(t) +

∫ t

0

(
k(t, s, wp−1(s))

+ ku(t, s, wp−1(s))
(
wp(s)− wp−1(s)

))
ds,

wp(t) = h(t) +

∫ t

0

(
k(t, s, vp−1(s))

+ ku(t, s, wp−1(s))
(
vp(s)− vp−1(s)

))
ds,

uniformly and quadratically convergent to the unique solution of (1.1) where v0(t) and
w0(t) are coupled lower and upper solutions of (1.1) defined in following. It is possible
to employ numerical methods to solve these two coupled linear integral equations in a
piecewise continuous polynomials space and to combine it with the iterative schemes
(where with respect to their linearity and quadratically convergent is more rapid in
convergence) to approximate the unique solution of the nonlinear integral equation
(1.1), under some conditions on k as mentioned before.
To introduce the background of the Blasius equation, this problem arises when con-
sidering the two-dimensional steady flow of an incompressible fluid with a free-stream
velocity, U∞, over a semi-infinite flat plate which is parallel to the fluid flow. Since the
viscous effects are limited to a thin layer near the surface, across which the velocity
changes from zero at the wall to the main-stream velocity U∞ at the edge of this layer,
such a flow is called boundary layer flow [31, 33]. A theoretical analysis of the Blasius
boundary layer problem was given by Weyl [38] for the first time. Many researchers in
resent years have tried to solve this problem numerically. Gauss-Laguerre quadrature
[34], Converting the Blasius problem to a BVP and then applying shooting method
[26], ADM and ADMPade [15, 36], variational iterative method [37], Homotopy anal-
ysis method [24] and parameter iteration method [25] are of numerical methods that
are applied on the Blasius equation. In this study by converting the Blasius problem
to nonlinear integral equation (1.1), we give a new computational method for solv-
ing this problem. Arisen integral equation satisfies in the assumptions required to
the method of quasilinearization. Idea of generalized quasilinearization provides this
computational way to the Blasius problem and because of linearizaion property of this
method, we avoid to face with nonlinear algebraic systems because we solve a series
of linear integral equations in place of nonlinear one and it is possible to approximate
the solution of Blasius equation in a large interval rather than the previous works.
The structure of this paper is as follows: In section 2 we convert the Blasius equation to
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a nonlinear Volterra integral equation. Section 3 contains a general framework for the
idea of generalized quasilinearization used to solve the nonlinear integral equations.
Section 4 shows using of step-by-step collocation method in a piecewise polynomials
space to approximate the solution of the coupled linear integral equations. In section
5, discretization to a linear algebraic system and the convergence of the method are
discussed. In section 6 the numerical solution of the Blasius equation is given.

2. Conversion of the Blasius Equation to an Integral Equation

Boundary layer flow of Newtonian fluids can be studied by means of the Navier-
Stokes equations, which are derived from the laws of conservation of mass and of
momentum. For a fluid flow with a velocity U∞ over a semi-infinite flat plate, the
Navier-Stokes equations and their boundary conditions become ux + vy = 0,

uux + vuy = νuyy,
u(x, 0) = v(x, 0) = 0, u(x,∞) = U∞,

that are known as Prandtl boundary-layer equations [12]. Here u and v are the
velocity components in the x and y directions, respectively, and ν is the kinematic
viscosity. The goal in this problem of the flat plate is the shear at the plate, uy(x, 0).
Knowing this value, we can calculate the viscous drag on the plate. Blasius [14] in
1908 by introducing a stream function ψ such that u = ψy and v = −ψx and a
similarity transformation

η = y

√
U∞

νx
, f(η) =

ψ√
νxU∞

,

converted the Prandtl boundary-layer equations to a boundary value problem (Blasius
equation)

2f ′′′(η) + f(η)f ′′(η) = 0,

f(0) = f ′(0) = 0, f ′(∞) = 1.

Because of some difficulties in solving this boundary value problem, using transfor-

mation groups in [28, 2] defined by relations η = (F ′(∞))
1
2 t and f = (F ′(∞))

−1
2 F its

equivalent initial value problem

2F ′′′(t) + F (t)F ′′(t) = 0, (2.1)

F (0) = F ′(0) = 0, F ′′(0) = 1. (2.2)

is considered. Then, the value of the shear at the plate is derived by the relation

uy(x, 0) =

√
U3
∞
νx

f ′′(0) =

√
U3
∞
νx

F ′(∞)
−3
2 ,

which shows that the second derivative of f(η) at zero plays an important role in
solving the problem. In the initial value problem (2.1)-(2.2) by letting F ′′(t) = e−u(t)
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we have

F ′′′(t) = −u′(t)e−u(t),

F (t) =

∫ t

0

(t− s)e−u(s)ds,

and by substituting in equation (2.1), this problem is converted to the following
nonlinear second kind Volterra integral equation

u(t) =
1

4

∫ t

0

(t− s)2e−u(s)ds, (2.3)

and to compute the value of the shear at the plate we need the following value

F ′(∞) =

∫ ∞

0

e−u(s)ds,

to be computed. Integral equation (2.3) is a kind of integral equation (1.1) and
to solve it we employ the generalized quasilinearization technique which yields two
iterative schemes of linear Volterra integral equations. The solutions of these linear
equations can easily be approximated using step-by-step collocation method which
gives an approximation for u(t), the solution of the equation (2.3). In the next two
sections we explain these two steps.

3. Volterra Integral Inequalities and Generalized Quasilinearization

For T ∈ R and T > 0 let J = [0, T ] and D = {(t, s) ∈ J × J : s ≤ t}. Consider the
nonlinear integral equation

u(t) = h(t) +

∫ t

0

k(t, s, u(s))ds, (3.1)

where h ∈ C[J,R] and k ∈ C[D × R,R].

Definition 3.1. A function v ∈ C[J,R] is called a lower solution of (3.1) on J if

v(t) ≤ h(t) +

∫ t

0

k(t, s, v(s))ds, t ∈ J,

and an upper solution, if the reversed inequality holds. If

w(t) ≥ h(t) +

∫ t

0

k(t, s, v(s))ds, v(t) ≤ h(t) +

∫ t

0

k(t, s, w(s))ds, t ∈ J,

then v and w are said to be coupled lower and upper solutions of (2.1) on J .

There are interesting consequences about coupled lower and upper solutions of
(3.1) where the following two theorems in [30] state them.

Theorem 3.2. Assume that h ∈ C[J,R], k ∈ C[D × R,R] and v0(t), w0(t) ∈ C[J,R]
are coupled lower and upper solutions of (3.1) and k(t, s, u) is nonincreasing in u for
each fixed pair (t, s) ∈ D and satisfies one-sided Lipschitz condition

k(t, s, α)− k(t, s, β) ≥ −L(α− β), α ≤ β, L > 0.
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Then v0(0) ≤ w0(0) implies

v0(t) ≤ w0(t), t ∈ J.

Let

Ω = {(t, s, u) ∈ D × R ; v0(t) ≤ u ≤ w0(t), t ∈ J},

then if Theorem 3.2 holds and k ∈ C[Ω,R], it is shown in [30] that there exists a
unique solution u(t) of (3.1) such that

v0(t) ≤ u(t) ≤ w0(t), t ∈ J.

By letting ∥u∥ = maxt∈J |u(t)| and defining two iterative schemes as coupled system
of linear integral equations

vp(t) = h(t) +

∫ t

0

(
k(t, s, wp−1(s))

+ ku(t, s, wp−1(s))
(
wp(s)− wp−1(s)

))
ds, (3.2)

wp(t) = h(t) +

∫ t

0

(
k(t, s, vp−1(s))

+ ku(t, s, wp−1(s))
(
vp(s)− vp−1(s)

))
ds, (3.3)

for p = 1, 2, . . . , and v0(t), w0(t) ∈ C[J,R], coupled lower and upper solutions of (2.1),
the following theorem shows the quadratically convergence of two coupled sequences
{vp(t)} and {wp(t)} derived from (3.2) and (3.3) to the unique solution of equation
(3.1). It is needed to use vectorial inequalities which are understood to mean that
the same inequalities hold between their corresponding components. In the whole of
the work we refer to ∥ · ∥ as the maximum norm of the functions or matrices.

Theorem 3.3. Suppose that
(H1) v0, w0 ∈ C[J,R], v0(t) ≤ w0(t) on J , are coupled lower and upper solutions of
(2.1) on J respectively.
(H2) k ∈ C2[Ω,R], ku(t, s, u) ≤ 0 and the sign of kuu(t, s, u) does not change on J
for (t, s, u) ∈ Ω.
Then the two coupled iterative schemes (3.2) and (3.3) define a nondecreasing se-
quence {vp(t)} and a nonincreasing sequence {wp(t)} in C[J,R] such that vp −→ u
and wp −→ u uniformly on J , and the following quadratic convergent estimate holds:

∥rp(t)∥ ≤
(
TQ+

T 2

2
PQ exp(PT )

)
∥rp−1(t)∥2,

where

∥rp(t)∥i =
[

∥u(t)− vp(t)∥i
∥wp(t)− u(t)∥i

]
, i = 1, 2,

Q =

[
0 M1

2M1 M1

]
, P =

[
0 M2

M2 0

]
,
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and M1 = maxΩ kuu, M2 = maxΩ ku. Also these two sequences satisfy the relation

v0 ≤ v1 ≤ · · · ≤ vp ≤ wp ≤ · · · ≤ w1 ≤ w0.

These two theorems constitute the basis of the generalized quasilinearization for
integral equations. It is easy to see that the integral equation (2.3) satisfies in the as-
sumptions of Theorems 3.2 and 3.3, then the method of generalized quasilinearization
can be employed to this equation. We will need the following lemma in [10].

Lemma 3.4. Suppose E is a matrix such that ∥E∥ < 1. Then (I−E) is nonsingular
and

∥(I − E)−1∥ ≤ (1− ∥E∥)−1.

4. Collocation Method in the Piecewise Polynomials Space

Suppose {0 = t0 < t1 < · · · < tN = T} is a partition on J and let hn = (tn+1 −
tn), n = 0, · · · , N − 1, and h = maxn hn, then the above partition is denoted by Jh.

Definition 4.1. Suppose that Jh is a given partition on J . The piecewise polynomials

space S(d)µ (Jh) with µ ≥ 0, −1 ≤ d ≤ µ is defined by

S(d)µ (Jh) = {q(t) ∈ Cd[J,R2] : q|σn ∈ πµ × πµ ; 0 ≤ n ≤ N − 1}.

Here σn = (tn, tn+1] and πµ denotes the space of polynomials of degree not ex-

ceeding µ and it is easy to see that S(d)µ (Jh) is a real vector space and its dimension
is given by

dim(S(d)µ (Jh)) = 2(N(µ− d) + d+ 1).

Now, consider the coupled system of linear integral equations (3.2) and (3.3). They
may be shown in the form of

vp(t) = Hp(t) +

∫ t

0

kp(t, s)wp(s)ds, (4.1)

wp(t) = Gp(t) +

∫ t

0

kp(t, s)vp(s)ds, (4.2)

where

Hp(t) = h(t) +

∫ t

0

(
k(t, s, wp−1(s))− ku(t, s, wp−1(s))wp−1(s)

)
ds, (4.3)

Gp(t) = h(t) +

∫ t

0

(
k(t, s, vp−1(s))− ku(t, s, wp−1(s))vp−1(s)

)
ds, (4.4)

kp(t, s) = ku(t, s, wp−1(s)), (t, s) ∈ D. (4.5)

By letting

xp(t) =

[
vp(t)
wp(t)

]
, yp(t) =

[
Hp(t)
Gp(t)

]
, fp(t, s) =

[
0 kp(t, s)

kp(t, s) 0

]
,
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the coupled equations (4.1) and (4.2) is formulated in the following form of the system
of equations:

xp(t) = yp(t) +

∫ t

0

fp(t, s)xp(s)ds. (4.6)

The solution of this coupled system will be approximated by collocation method in
the piecewise polynomials space

S(−1)
m−1(Jh) = {q(t) ∈ C−1[J,R2] : q|σn ∈ πm−1 × πm−1; 0 ≤ n ≤ N − 1},

corresponding to the choices µ = m − 1 and d = −1 in Definition 4.1 which the
polynomials are allowed to have finite jumps in the partition points. The collocation
solution is denoted by

x̂p(t) =

[
v̂p(t)
ŵp(t)

]
∈ S(−1)

m−1(Jh), p = 1, 2, . . . ,

and defined by the system of collocation equations

x̂p(t) = yp(t) +

∫ t

0

fp(t, s)x̂p(s)ds, t ∈ Xh, p = 1, 2, . . . , (4.7)

where Xh contains the collocation points

Xh = {tn + cihn : 0 ≤ c1 ≤ · · · ≤ cm ≤ 1; 0 ≤ n ≤ N − 1}, (4.8)

and is determined by the points of the partition Jh and the given collocation param-
eters {ci} ∈ [0, 1].

5. Discretization and Error Analysis

In this section the Lagrange polynomials based on collocation parameters {ci} are
used to discretize the system (4.6) to a linear algebraic system of equations. When
this polynomials are chosen as basis functions in each subinterval σn for the space

S(−1)
m−1(Jh), a comfort computational form for the collocation equations system (4.7)

is obtained. Lagrange polynomials in σn are defined as

Lj(z) =
m∏

k ̸=j

z − ck
cj − ck

, z ∈ [0, 1], j = 1, 2, . . . ,m, (5.1)

where belong to πm−1. Also set

Xp
n,j = x̂p(tn + cjhn) =

[
v̂p(tn + cjhn)
ŵp(tn + cjhn)

]
=

[
V p
n,j

W p
n,j

]
, j = 1, 2, . . . ,m. (5.2)

The collocation solution x̂p(t) ∈ S(−1)
m−1(Jh) when is restricted to the subinterval σn is

as

x̂p(t) = x̂p(tn + zhn) =

m∑
j=1

Lj(z)X
p
n,j =

 ∑m
j=1 Lj(z)V

p
n,j∑m

j=1 Lj(z)W
p
n,j

 . (5.3)
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Now, by letting t = tn,i = tn + cihn, the collocation equations system (4.7) has the
following form

x̂p(tn,i) = yp(tn,i)+

∫ tn

0

fp(tn,i, s)x̂p(s)ds

+hn

∫ ci

0

fp(tn,i, tn + shn)x̂p(tn + shn)ds,

and by employing (5.2) and (5.3), we have

Xp
n,i = yp(tn,i) + Fn

p (tn,i)

+ hn

m∑
j=1

(∫ ci

0

fp(tn,i, tn + shn)Lj(s)ds
)
Xp

n,j , (5.4)

for i = 1, 2, . . . ,m, where

Fn
p (t) =

∫ tn

0

fp(t, s)x̂p(s)ds =
n−1∑
ℓ=0

hℓ

∫ 1

0

fp(t, tℓ + shℓ)x̂p(tℓ + shℓ)ds. (5.5)

Fn
p (t) is known with respect to the collocation solution on [0, tn] and by applying

representation (5.3) and setting t = tn,i in (5.5) has the form

Fn
p (tn,i) =

n−1∑
ℓ=0

hℓ

m∑
j=1

(∫ 1

0

fp(tn,i, tℓ + shℓ)Lj(s)ds
)
Xp

ℓ,j .

By letting

Φℓ,p,n
i,j =

∫ 1

0

fp(tn,i, tℓ + shℓ)Lj(s)ds

=

[
0

∫ 1

0
kp(tn,i, tℓ + shℓ)Lj(s)ds∫ 1

0
kp(tn,i, tℓ + shℓ)Lj(s)ds 0

]
,

and defining 2m× 2m matrix

Bℓ,n
p =

 Φℓ,p,n
1,1 · · · Φℓ,p,n

1,m
...

. . .
...

Φℓ,p,n
m,1 · · · Φℓ,p,n

mm

 , 0 ≤ ℓ < n ≤ N − 1,

the term (5.5) is reduced to the 2m× 1 matrix

Fn
p =

n−1∑
ℓ=0

hℓ

m∑
j=1

Bℓ,n
p Xℓ

p, i = 1, 2, . . . ,m,

Xℓ
p =

 Xp
ℓ,1
...

Xp
ℓ,m

 .
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Now, by denoting

yp =

 yp(tn,1)
...

yp(tn,m)]

 =
[
Hp(tn,1), Gp(tn,1), · · · ,Hp(tn,m), Gp(tn,m)

]T
,

Ψp,n
i,j =

∫ ci

0

fp(tn,i, tn + shn)Lj(s)ds

=

[
0

∫ ci
0
kp(tn,i, tn + shn)Lj(s)ds∫ ci

0
kp(tn,i, tn + shn)Lj(s)ds 0

]
,

and putting the 2m× 2m matrix

Bn
p =

 Ψp,n
1,1 · · · Ψp,n

1,m
...

. . .
...

Ψp,n
m,1 · · · Ψp,n

mm

 , 0 ≤ n ≤ N − 1,

the collocation equation (4.7) is transformed to the following algebraic system of linear
equations

(I2m − hnB
n
p )X

n
p = yp + Fn

p , 0 ≤ n ≤ N − 1, p = 1, 2, . . . . (5.6)

Here I2m denotes the 2m × 2m identity matrix. The existence and uniqueness of

the solution for the system (5.6) or the collocation solution for (4.7) in S(−1)
m−1(Jh) is

considered in the following theorem.

Theorem 5.1. If yp(t) and fp(t, s) in the Volterra integral equation (3.6) are con-
tinuous on their domains J and D respectively, then there exists an h̄ > 0 such that
for any partition Jh with partition diameter h, 0 < h < h̄, the linear algebraic system
(4.7) has a unique solution Xn

p for 0 ≤ n ≤ N − 1 and p = 1, 2, . . . .

Proof. The continuity of yp(t) and fp(t, s) is obvious. Since the components of fp(t, s)
are continuous and its domain is compact, then the components of the matrix Bn

p for
0 ≤ n ≤ N − 1 and p = 1, 2, · · · , are all bounded. These implies if hn’s are chosen
sufficiently small, the inequality hn∥Bn

p ∥ < 1 holds and by Lemma 3.4 the inverse

of the matrix (Im − hnB
n
p ) exists. In other words, there is a h̄ > 0 so that for any

partition Jh with h = max{hn; 0 ≤ n ≤ N − 1} < h̄ the matrix (Im − hnB
n
p ) has a

uniformly bounded inverse. Then the collocation equation (4.7) has a unique solution.
�

We can obtain a bound for ∥Bn
p ∥ and an estimation for h̄. Consider the components

of the matrix Bn
p . Since

kp(t, s) = ku(t, s, wp−1(s)) ≤ 0, (t, s) ∈ D,

then the kernel kp(t, s) has constant sign on J and the mean-value theorem of integral
calculus gives∫ ci

0

kp(tn,i, tn + shn)Lj(s)ds = Lj(ξ)

∫ ci

0

kp(tn,i, tn + shn)ds, (5.7)
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for some ξ ∈ [0, ci]. By attention to the continuity of kp(t, s) on D, the phrase
|
∫ ci
0
kp(tn,i, tn + shn)ds| has a finite bound as K = max |ku(t, s, u)| on Ω and by

letting L = maxj ∥Lj(s)∥ estimation h̄ = 1
LK is obtained.

When the unknown vector Xn
p is computed from (5.7), the collocation solution for

t = tn + zhn ∈ σ̄n = [tn, tn+1] is given by

x̂p(t) = yp(t) + Fn
p (t) + hn

m∑
j=1

(∫ ci

0

fp(t, tn + shn)Lj(s)ds
)
Xp

n,j .

The following theorem shows that the solution of system of collocation equations (4.7)
is convergent to the solution of system of linear integral equations (4.6). The proof
of Theorem when the approximated function is 1-dimensional, is showed in [7]. But
its proof with some changes and definitions can be extended for 2-dimensional vector
functions, thereby for the following theorem.

Theorem 5.2. Suppose that in (4.6), fp ∈ Ci[D,R2] and yp ∈ Ci[J,R2], where

1 ≤ i ≤ m, and x̂p ∈ S(−1)
m−1(Jh) is the collocation solution of (4.6) with h ∈ (0, h̄),

defined by (4.7). If xp(t) is the exact solution of (4.6), then

∥xp − x̂p∥ =

[
∥vp − v̂p∥
∥wp − ŵp∥

]
≤ C∥x(i)p ∥hi = C

[
∥v(i)p ∥
∥w(i)

p ∥

]
hi,

holds on J , for any collocation points Xh. The constant C depends on the parameters
{ci} but not on h.

The above argument provides an approximation solution x̂p(t) to the unique solu-

tion of the system of linear integral equations (4.6) in the space S(−1)
m−1(Jh) and the

iterative schemes (3.2) and (3.3) produce two sequences {vp(t)} and {wp(t)} that are
quadratically convergent to the unique solution of nonlinear integral equation (3.1).
The inequality [

∥u− v̂p∥
∥ŵp − u∥

]
≤

[
∥u− vp∥
∥wp − u∥

]
+

[
∥vp − v̂p∥
∥wp − ŵp∥

]
, (5.8)

and Theorems 3.3 and 5.2 show that the sequences of the collocation solutions {v̂p(t)}
and {ŵp(t)} is convergent to the unique solution u(t) of nonlinear integral equation
(3.1). In relation (5.8) the first term in the right hand side is quadratically convergent
and the second term is of order O(hi), 1 ≤ i ≤ m.

6. Numerical Solution of the Blasius Equation

In this section the presented method is applied to approximate the solution of the
Blasius problem. Consider the converted Blasius problem in integral equation form

u(t) =
1

4

∫ t

0

(t− s)2e−u(s)ds, 0 ≤ t ≤ T. (6.1)

The kernel k = 1
4 (t− s)2e−u(s) is nonincreasing and convex with respect to the u on

D × R. It is easy to see that v0(t) = 0 and w0(t) =
t3

3 are coupled lower and upper
solutions of (6.1) on [0, T ], T > 0. This shows that the exact solution is between v0(t)
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Table 1. Differences between the upper and lower solutions,
|ŵp(ti)− v̂p(ti)|.

m = 3 , N = 20 m = 4 , N = 20

ti p = 2 p = 3 p = 4 p = 2 p = 3 p = 4

0 0 0 0 0 0 0
2 3.7331 E -15 6.9388 E -18 6.9388 E -18 2.0122 E -16 8.6736 E -19 8.6736 E -19
4 1.0626 E -05 4.2188 E -15 5.5511 E -17 2.7791 E -10 2.7755 E -17 6.9388 E -18
6 4.0348 E -03 7.2240 E -10 4.4408 E -16 1.1200 E -06 3.3306 E -16 5.5511 E -17

8 2.9709 E -02 1.5106 E -08 1.7763 E -15 6.1259 E -05 6.3948 E -14 2.2204 E -16
10 8.2840 E -02 5.3608 E -08 7.1054 E -15 9.6275 E -04 7.2581 E -12 4.4408 E -16
12 1.6353 E -01 1.1660 E -07 1.4210 E -14 5.7787 E -03 5.1154 E -10 8.8817 E -15
14 2.7178 E -01 2.0410 E -07 2.8421 E -14 1.5131 E -02 4.1997 E -09 3.5527 E -15

16 4.0759 E -01 3.1610 E -07 1.4210 E -14 3.2229 E -02 1.3526 E -08 7.1054 E -15
18 5.7096 E -01 4.9056 E -07 2.8421 E -14 5.6216 E -02 2.8961 E -08 3.5528 E -15
20 7.6189 E -01 7.2667 E -07 3.2467 E -14 1.0045 E -01 9.0184 E -08 8.5427 E -15

and w0(t) and with respect to the Theorem 3.3 the solutions of the coupled iterative
schemes

vp(t) =
1

4

∫ t

0

(t− s)2
(
1 + wp−1(s)

)
e−wp−1(s)ds

− 1

4

∫ t

0

(t− s)2e−wp−1(s)wp(s)ds, (6.2)

wp(t) =
1

4

∫ t

0

(t− s)2
(
e−vp−1(s) + vp−1(s)e

−wp−1(s)
)
ds

− 1

4

∫ t

0

(t− s)2e−wp−1(s)vp(s)ds, (6.3)

for p = 1, 2, . . ., are convergent to the exact solution of (6.1). To employ the given
numerical procedure for these two coupled linear integral equations, subintervals and
the collocation parameters are chosen such that

h = hn =
T

N
, n = 0, 1, . . . , N − 1,

ci =
i− 1

m− 1
, i = 1, 2, . . . ,m.

By getting m = 3, 4, N = 40 and T = 20 we have approximated the solutions of the
linear equations (6.2) and (6.3) for p = 2, 3, 4 and the absolute values of the differences
between v̂p(t) and ŵp(t) are computed and shown in Table 1 and Figure 1. As
mentioned before, the value of f ′′(0) plays an important role in solving the problem.
An accurate numerical solution of the Blasius equation is performed by Howarth [17],
who calculated the initial slope f ′′(0) = 0.332057. Asaithambi [3] found this number
correct to nine decimal positions as f ′′(0) = 0.332057336. By homotopy method, He
[16] achieved 0.3095 in the first iteration step and in the second iteration step 0.3296.
By Adomians decomposition method Abbasbandy [1] acquired f ′′(0) = 0.333329, also
Tajvidi et al. [35] obtained f ′′(0) = 0.33209. Our relation for computation of its value
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Figure 1. The convergence of the sequences {v̂p(t)} and {ŵp(t)} to
the exact solution.

0 2 4 6 8 10 12 14 16 18 20
−500

0

500

1000

1500

2000

2500

3000
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is

f ′′(0) =
(
F ′(∞)

)−3
2

=
(∫ ∞

0

e−u(s)ds
)−3

2

,

and for approximation, first we let u(t) ≃ φp(t) =
v̂p(t)+ŵp(t)

2 and then compute

f ′′(0) ≃
(∫ 20

0

e−φp(s)ds
)−3

2

.

In this manner we obtain results shown in Table 2 where are more accurate in com-
parison with the other results. Using the relations

F (t) =

∫ t

0

(t− s)e−u(s)ds ≃ Fp(t) =

∫ t

0

(t− s)e−φp(s)ds,

F ′(t) =

∫ t

0

e−u(s)ds ≃ F ′
p(t) =

∫ t

0

e−φp(s)ds,

F ′′(t) = e−u(t) ≃ F ′′
p (t) = e−φp(s),

η = (F ′(∞))
1
2 t, f = (F ′(∞))

−1
2 F,

we estimate the values of the f(η), f ′(η) and f ′′(η) for m = 4, N = 40, p = 5 in a
large interval T = 20 which are shown in the Tables 3 and 4. Also a comparison with
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Table 2. Approximations of f ′′(0) obtained by the presented
method and the methods Parand [32] and Liao [24].

Our method Parand [32] Liao [24]
p f ′′(0) order f ′′(0) order f ′′(0)
1 0.32813953605 7 0.332061648 5 0.28098
2 0.33204248667 9 0.332058234 10 0.32992
3 0.33205738279 11 0.332057001 15 0.33164
4 0.33205733625 18 0.332057314 20 0.33198
5 0.33205733632 32 0.332057334 – –
6 0.33205733633 – – – –

Table 3. Approximation of f(η) for the presented method withm =
4, N = 40, p = 5 and T = 20 and the solutions of Parand [32] and
Cortell [9].

η Our method Parand [32] Cortell [9]
0 0.0000000 0.0000000 0.00000
1 0.1655734 0.1655724 0.16557
2 0.6500308 0.6500351 0.65003
3 1.3968230 1.3968223 1.39682
4 2.3057710 2.3057618 2.30576
5 3.2833090 3.2832910 3.28330
6 4.2796670 4.2796435 4.27965
7 5.2792950 5.2792684 5.27927
8 6.2792810 6.2792336 6.27923
9 7.2792900 7.2792358 7.27925
10 8.2793120 – –
12 10.279320 – –
14 12.279330 – –
16 14.279340 – –
18 16.279350 – –
20 18.279360 – –

the other results (Parand [32] and Cortell [9]) has been given. Figure 2 shows the
solution of the Blasius problem and its derivatives in the interval [0, 20].

7. Conclusion

In this article, using a transformation we converted the Blasius equation to a
nonlinear Volterra integral equation which is satisfied in the conditions of the quasi-
linearization technique. We applied this technique and derived two sequences of the
coupled linear integral equations with solutions quadratically convergent to the so-
lution of the nonlinear equation. Using collocation method, we approximated these
solutions and obtain an approximation solution for the Blasius equation. Comparing
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Table 4. Approximation of f ′(η) and f ′′(η) for the presented
method with m = 4, N = 40 and p = 5 and the solutions of Parand
[32] and Cortell [9].

Results for f ′(η) Results for f ′′(η)

η Our method Parand [32] Cortell [9] Our method Parand [32] Cortell [9]

0 0.0000000 0.0000000 0.00000 0.3320573 0.3320571 0.33206

1 0.3297851 0.3297963 0.32978 0.3230071 0.3230136 0.32301
2 0.6297758 0.6297763 0.62977 0.2667516 0.2667557 0.26675
3 0.8460622 0.8460595 0.84605 0.1613603 0.1613637 0.16136
4 0.9555380 0.9555236 0.95552 0.0642341 0.0642411 0.06423

5 0.9915627 0.9915546 0.99155 0.0159068 0.0159134 0.01591
6 0.9989942 0.9989817 0.99898 0.0024020 0.0024016 0.00240
7 0.9999430 0.9999236 0.99993 0.0002202 0.0002234 0.00022
8 0.9999994 1.0000000 1.00000 0.0000124 0.0000100 0.00001

9 1.0000000 1.0000000 1.00000 0.0000004 0.0000000 0.00000
10 1.0000000 — — 0.0000000 — —

Figure 2. Graph of the approximations of f(η), f ′(η) and f ′′(η) for
the Blasius equation obtained by the presented method.
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the numerical results to the other methods shows the proirity of our scheme which
gives a new effective computational way to approximate the solution of the Blasius
equation.
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