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Abstract
In this paper, the existence and uniqueness of the solution of a nonlinear fully fuzzy implicit integro-differential equation arising in the field of fluid mechanics is investigated. First, an equivalency lemma is presented by which the problem understudy is converted to the two different forms of integral equation depending on the kind of differentiability of the solution. Then, the conditions required to guarantee the existence of a solution for the equivalent integral equation are investigated using the Schauder fixed point theorem in semilinear Banach space.
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1. INTRODUCTION

One of the interesting subjects related to fuzzy mathematics is differential and integral equations with fuzziness. Uncertainty of some parameters in the governing equations of engineering systems and fuzziness of the pertaining boundary or initial conditions arisen by the nature of such systems motivated researchers to study different kinds of fuzzy differential or integro-differential equations (see e.g. [1]-[5], [7]-[10], [15], [16], [19]).

Recently, different forms of fuzzy integro-differential equations have been studied theoretically and numerically. There is considerable amount of study dealing with the numerical solution of fuzzy integro-differential equations (see e.g. [19, 3, 4]). At the same time, significant investigations can be found in the literature on the existence results of such equations. The existence and uniqueness results for nonlinear form of fuzzy integro-differential equations has been done by Balasubramaniam et al. [8] using Banach fixed point theorem. Afterward, the same authors studied the existence and uniqueness result of semilinear fuzzy integro-differential equations with nonlocal initial condition via Banach fixed point theorem [7]. After introduction of generalized differentiability of fuzzy functions by Bede in [9], fuzzy integro-differential equations under generalized differentiability gained much attention of researchers (see e.g. [2, 5]). All researches in the existence and uniqueness of solution for fuzzy integro-differential equations are by the help of various fixed point theorems. A generalization
of Schauder fixed point theorem for semilinear Banach space has been done by Agarwal et al. [1]. Since $\mathbb{R}_F$ is a semilinear Banach space, this theorem can be used in fuzzy differential equations. The advantage of this fixed point theorem is that its required conditions are weaker than Banach fixed point theorem. In this work, this theorem is used to prove the existence solution for the equation understudy.

Here, an implicit kind of fuzzy integro-differential equation is considered. Throughout this work, the term “implicit” is used for the typical nonlinear equation $G(x, h(x), h'(x), ..., h^{(n)}(x)) = 0$ which is not convertible to $h^{(n)}(x) = H(x, h(x), h'(x), ..., h^{(n-1)}(x))$. In spite of extensive study dealing with the explicit fuzzy integro-differential equations, it is difficult to find an investigation about the so called implicit kind of such equations. This kind of equations appear frequently in different engineering problems such particle dynamic in fluid mechanics (see e.g. [6, 13, 17]). Recently, the existence and uniqueness of solution for the crisp kind of this equation has been studied in [14]. In the present work, our interest goes to the fully fuzzy form of the same equation in which all the pertaining parameters, functions and initial conditions include uncertainty based on their physical concepts.

This paper is organized as follows: In section 2, some elementary definitions and theorems are given which are necessary for the remaining parts of the paper. The existence results for the problem under study is presented in section 3. The problem is studied in two separate cases including $(i)$-differentiability (case 1) and $(ii)$-differentiability (case 2) of the solution. Finally in the section 4, the uniqueness results are discussed.

2. Preliminaries

In the current section, some elementary definitions and theorems are stated which will be required in the remaining parts of this paper.

**Definition 2.1.** (see [12].) A fuzzy number is a fuzzy convex and normal fuzzy subset in $\mathbb{R}$ with upper semicontinuous membership function and compact support. The set of all fuzzy numbers is denoted by $\mathbb{R}_F$.

For $0 \leq r \leq 1$, the $r$-cut of fuzzy number $u$ is defined as

$$[u]^r = \begin{cases} \{x \in \mathbb{R} : u(x) \geq r\}, & 0 < r \leq 1, \\ \{x \in \mathbb{R} : u(x) > 0\}, & r = 0. \end{cases}$$

It is clear that $u$ is a fuzzy number if and only if its $r$-cuts are closed and bounded intervals and $[u]^1 \neq \emptyset$ (see [11]).

**Definition 2.2.** (See [9].) Let $u, v \in \mathbb{R}_F$ and $\lambda \in \mathbb{R}$. The sum, H-difference and scalar product are defined levelwise as follows:

$$[u + v]^r = [u]^r + [v]^r,$$

$$[u \ominus v]^r = [u^-_r - v^-_r, u^+_r - v^+_r],$$

$$[\lambda.u]^r = \lambda [u]^r,$$

where $[u]^r = [u^-_r, u^+_r]$ and $[v]^r = [v^-_r, v^+_r]$.
The space \( \mathbb{R}_F \) can be metricized by the metric \( D(u, v) = \sup_{r \in [0,1]} \max \{|u_r^c - v_r^c|, |u_r^+ - v_r^+|\} \), where \( [u]^r = [u_r^c, u_r^+] \) and \( [v]^r = [v_r^c, v_r^+] \) are \( r \)-cuts of \( u, v \in \mathbb{R}_F \). It is well known that \( (\mathbb{R}_F, D) \) is a complete metric space with the following properties:

(i) \( D(u + v, u + w) = D(v, w) \),
(ii) \( D(ku, kv) = |k|D(u, v) \),
(iii) \( D(u + v, w + e) \leq D(u, w) + D(v, e) \).

Let \( \mathbb{R}_F^c \) be the space of fuzzy numbers \( u \in \mathbb{R}_F \) such that the function \( \alpha \to [u]^\alpha \) is continuous. It is well known that \( (\mathbb{R}_F^c, D) \) is a complete metric space. Consequently, \( (C([a, b], \mathbb{R}_F^c), d) \) is a complete metric space where
\[
d(y, z) = \sup_{t \in [a, b]} D(y(t), z(t)).
\]

**Definition 2.3.** The subset \( A \subseteq \mathbb{R}_F^c \) is called compact supported if for some compact set \( K \subseteq \mathbb{R} \) we have
\[
[y]^0 \subseteq K, \quad \forall y \in A.
\]

**Definition 2.4.** Let \( A \subseteq \mathbb{R}_F^c \) and \( \alpha_0 \in [0, 1] \). The subset \( A \) is called level-equicontinuous at \( \alpha_0 \) if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that:
\[
|\alpha - \alpha_0| < \delta \Rightarrow d_H([y]^\alpha, [y]^\alpha_0) < \varepsilon, \quad \forall y \in A,
\]
where \( d_H \) is the Hausdorff distance
\[
d_H([y]^\alpha, [y]^\alpha_0) = \max \{|y_r^c - y_r^c|, |y_r^+ - y_r^+|\}.
\]

**Theorem 2.5.** (see [1]) Assume \( A \) is a compact-supported subset of \( \mathbb{R}_F^c \). Then, \( A \) is relatively compact subset of \( (\mathbb{R}_F^c, D) \) if and only if \( A \) is level-equicontinuous on \( [0, 1] \).

**Definition 2.6.** (see [18]) Let \( f : [a, b] \to \mathbb{R}_F \). The function \( f \) is called Riemann integrable if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for any partition \( \Delta_n : a = x_0 < x_1 < \ldots < x_n = b \) of \( [a, b] \) with \( \max_{1 \leq i \leq n} (x_i - x_{i-1}) < \delta \) and for any \( \psi_i \in [x_{i-1}, x_i], \forall i = 1, \ldots, n \), we have
\[
D \left( \sum_{i=1}^{n} (x_i - x_{i-1})f(\psi_i), A \right) \leq \varepsilon,
\]
for some \( A \in \mathbb{R}_F \). Then, \( A \) is called Riemann integral of \( f \) and it is denoted by
\[
A = \int_a^b f(t) dt.
\]

**Definition 2.7.** (see [9]) The function \( f : (a, b) \to \mathbb{R}_F \) is called strongly generalized differentiable at \( x_0 \in (a, b) \) if there exists \( f'(x_0) \in \mathbb{R}_F \) such that for sufficiently small \( h > 0 \)

(i) there exist H-differences \( f(x_0 + h) \ominus f(x_0) \) and \( f(x_0) \ominus f(x_0 + h) \) such that
\[
\lim_{h \searrow 0} D \left( \frac{f(x_0 + h) \ominus f(x_0)}{h}, f'(x_0) \right) = \lim_{h \searrow 0} D \left( \frac{f(x_0) \ominus f(x_0 + h)}{h}, f'(x_0) \right) = 0.
\]

or

(ii) there exist H-differences \( f(x_0) \ominus f(x_0 + h) \) and \( f(x_0 + h) \ominus f(x_0) \) such that
\[
\lim_{h \searrow 0} D \left( \frac{f(x_0) \ominus f(x_0 + h)}{-h}, f'(x_0) \right) = \lim_{h \searrow 0} D \left( \frac{f(x_0 + h) \ominus f(x_0)}{h}, f'(x_0) \right) = 0.
\]
or (iii) there exist H-differences $f(x_0 + h) \ominus f(x_0)$ and $f(x_0 - h) \ominus f(x_0)$ such that
\[
\lim_{h \searrow 0} D \left( \frac{f(x_0 + h) \ominus f(x_0)}{h}, f'(x_0) \right) = \lim_{h \searrow 0} D \left( \frac{f(x_0 - h) \ominus f(x_0)}{-h}, f'(x_0) \right) = 0.
\]
or (iv) there exist H-differences $f(x_0) \ominus f(x_0 + h)$ and $f(x_0) \ominus f(x_0 - h)$ such that
\[
\lim_{h \searrow 0} D \left( \frac{f(x_0) \ominus f(x_0 + h)}{h}, f'(x_0) \right) = \lim_{h \searrow 0} D \left( \frac{f(x_0) \ominus f(x_0 - h)}{-h}, f'(x_0) \right) = 0.
\]

**Lemma 2.8.** (see [9]) Let $x_0 \in \mathbb{R}$ and $f: \mathbb{R} \times \mathbb{R}_F \rightarrow \mathbb{R}_F$ be continuous. Then, the fuzzy differential equation $y' = f(x, y), y(x_0) = y_0 \in \mathbb{R}_F$ is equivalent to one of the integral equations:
\[
y(x) = y_0 + \int_{x_0}^{x} f(t, y(t)) \, dt, \forall x \in [x_0, x_1],
\]
if $y$ is considered to be (i)-differentiable, or
\[
y_0 = y(x) + (-1) \int_{x_0}^{x} f(t, y(t)) \, dt, \forall x \in [x_0, x_1],
\]
if $y$ is considered to be (ii)-differentiable on some interval $(x_0, x_1) \subset \mathbb{R}$.

**Lemma 2.9.** (see [18]) Let $f: [a, b] \rightarrow \mathbb{R}_F$ be continuous. Then $F(t) = \int_{a}^{t} f(s) \, ds$ is (i)-differentiable and $F'(t) = f(t)$.

In the remaining part of the present section, semilinear Banach spaces and Schauder fixed point theorem in these spaces are introduced which has been proven by Agarwal et al. [1].

**Definition 2.10.** (see [1]) A semilinear space $S$ equipped with a metric $d: S \times S \rightarrow \mathbb{R}_+$ is called semilinear metric space if
- $d$ is translation invariant, that is, $d(u + v, w + v) = d(u, w)$ for any $u, v, w \in S$,
- $d$ is positively homogeneous, that is, $d(\lambda u, \lambda w) = \lambda d(u, w)$ for any $u, w \in S$ and $\lambda \geq 0$.

In this space, a norm is defined by $\|x\| = d(x, 0)$. $S$ is called a semilinear Banach space if it be simultaneously a semilinear and complete metric space. Therefore, although the set of real fuzzy numbers is not a Banach space, it can be a semilinear Banach space because it is both semilinear and complete metric space.

**Theorem 2.11.** ([1], Schauder Fixed point theorem for semilinear spaces) Let $B$ be a nonempty, closed, bounded and convex subset of a semilinear Banach space $S$ having the cancelation property, and suppose that $P: B \rightarrow B$ is a compact operator. Then $P$ has at least one fixed point in $B$.

**Remark 2.12.** The space of fuzzy numbers $\mathbb{R}_F^c$ is a semilinear Banach space having the cancelation property. Therefore, the Schauder fixed point theorem holds true for $\mathbb{R}_F^c$. 

### Problem Description

The present section is devoted to study the following implicit form of fuzzy integro-differential equation with initial condition

\[
\begin{align*}
    h'(t) &= g(t, h(t)) + \int_0^t H(t, s, h(s), h'(s)) ds, \quad t \in I = [0, t_f], \\
    h(0) &= h_0,
\end{align*}
\]

where \(g\) and \(H\) are continuous functions and \(h_0\) is a fuzzy number. It is worth to mention that this equation is general form of the equation governing the motion of a particle submerged in a viscous fluid medium including some uncertain parameters.

Based on the kind of generalized differentiability of the solution, the existence result of the initial value problem \((3.1)-(3.2)\) is investigated in two separate forms: \((i)\)-differentiable solution (case 1) and \((ii)\)-differentiable solution (case 2).

**Case 1.** Suppose that \(h\) is \((i)\)-differentiable. The following lemma converts the initial value problem \((3.1)-(3.2)\) into an equivalent integral equation. This lemma allows us to use the equivalent integral equation instead of the initial value problem in our theoretical investigations.

**Lemma 3.1.** Consider the nonlinear integral equation

\[
v(t) = g(t, h_0 + \int_0^t v(z) dz) + \int_0^t H(t, s, h_0 + \int_0^s v(z) dz, v(s)) ds.
\]

The equation \((3.3)\) has a unique continuous solution \(v\) if and only if \((3.1)-(3.2)\) has a unique \((i)\)-differentiable solution \(h\) such that

\[
h(t) = h_0 + \int_0^t v(z) dz.
\]

**Proof.** First, it is shown that the existence of a \((i)\)-differentiable solution to \((3.1)-(3.2)\) is equivalent to the existence of a continuous solution to \((3.3)\). Suppose that \((3.1)-(3.2)\) has a \((i)\)-differentiable solution \(h\). Let me to define

\[
v(t) := h'(t).
\]

Considering Lemma 2.8, the equality \((3.4)\) along with the initial condition \(h(0) = h_0\) is equivalent to

\[
h(t) = h_0 + \int_0^t v(z) dz.
\]

Replacing \((3.4)\) and \((3.5)\) in \((3.1)\), it holds

\[
v(t) = g(t, h_0 + \int_0^t v(z) dz) + \int_0^t k(t, s, h_0 + \int_0^s v(z) dz, v(s)) ds.
\]

Thus the integral equation \((3.3)\) has a solution \(v\). To prove the inverse, suppose that \((3.3)\) has a continuous solution \(v\) and let

\[
h(t) := h_0 + \int_0^t v(z) dz.
\]
Since $v$ is continuous, from Lemma 2.9, $h(t)$ is $(i)$-differentiable and
\[ h'(t) = v(t). \] (3.7)
Replacing (3.6) and (3.7) in (3.3), it holds
\[ h'(t) = g\left(t, h(t)\right) + \int_0^t H\left(t, s, h(s), h'(s)\right) ds. \] (3.8)
Furthermore, (3.6) leads to $h(0) = h_0$. This fact along with (3.8) mean that (3.1)-(3.2) has a $(i)$-differentiable solution $h$.

Now, it is shown that the uniqueness of the solution to (3.1)-(3.2) is equivalent to the uniqueness of the solution to (3.3). In a proof by contradiction, it is assumed that (3.1)-(3.2) has a unique $(i)$-differentiable solution $h$ and (3.3) has two different solutions $v_1$ and $v_2$. From (3.6), the functions $h_1(t) = h_0 + \int_0^t v_1(z)dz$ and $h_2(t) = h_0 + \int_0^t v_2(z)dz$ are solutions of (3.1)-(3.2). Uniqueness of the solution of the initial value problem (3.1)-(3.2) implies that $h_1(t) = h_2(t)$, and therefore, $h'_1(t) = h'_2(t)$.
Thus, (3.7) leads to $v_1(t) = v_2(t)$. Inversely, let (3.3) has a unique continuous solution $v$ and (3.1)-(3.2) has two different solutions $h_1$ and $h_2$. From (3.4), $v_1(t) = h'_1(t)$ and $v_2(t) = h'_2(t)$ are the solutions of (3.3). Since this equation has a unique solution, it can be concluded $v_1 = v_2$. Taking integral from both sides of this equality and considering the fact that $h_1$ and $h_2$ are $(i)$-differentiable, it holds
\[ h_0 + \int_0^t v_1(s)ds = h_0 + \int_0^t v_2(s)ds \Rightarrow h_1(t) = h_2(t), \]
which completes the proof. \hfill \Box

**Theorem 3.2.** Let $R > 0$ and
\begin{align*}
G_0 & := \left\{ (t, s) | t \in [0, t_f], s \in [0, t] \right\}, \\
G_1 & := \left\{ (t, h) | t \in [0, t_f] \times \mathbb{R}_x^c : D(h, 0) \leq R \right\}, \\
G_2 & := \left\{ (t, s, h, w) | t \in [0, t_f] \times [0, t_f] \times \mathbb{R}_x^c \times \mathbb{R}_x^c : D(h, 0) \leq R \land D(w, 0) \leq \|h_0\| + t_f R \right\}.
\end{align*}

If
(i) $g$ is continuous and compact on $G_1$ and, $M_g = \sup_{(t, h) \in G_1} D(g(t, h), 0)$,
(ii) $H$ is continuous and compact on $G_2$ and, $M_H = \sup_{(t, s, h, v) \in G_2} D(H(t, s, h, v), 0)$,
(iii) $M_g + t_f M_H \leq R$.

Then (3.1)-(3.2) has at least one global $(i)$-differentiable solution.

**Proof.** Define the operator $\Phi : \Lambda \to \Lambda$ as
\[ \Phi v(t) = g\left(t, h_0 + \int_0^t v(z)dz\right) + \int_0^t H\left(t, s, h_0 + \int_0^s v(z)dz, v(s)\right) ds, \]
where
\[ \Lambda := \left\{ v \in C([0, t_f], \mathbb{R}_x^c); d(v, 0) \leq R \right\}. \]
From Lemma 3.1, $v \in C([0, t_f], \mathbb{R}_x^c)$ is a solution of (3.3) if and only if $h = h_0 + \int_0^t v(z)dz$ is a $(i)$-differentiable solution of (3.1)-(3.2). So, to prove (3.1)-(3.2) has
a \( (i) \)-differentiable solution, it is enough to prove (3.3) has a continuous solution. Clearly, a fixed point of \( \Phi \) is a solution of (3.3). Thus, in order to show the existence of a solution of (3.3), it is enough to show \( \Phi \) has a fixed point.

At the first, it is needed to prove \( \Phi \) is well-defined. To this end, suppose that \( v \in \Lambda \) and \( t_1, t_2 \in [0, t_f] \) \( (t_1 < t_2) \)

\[
D(\Phi v(t_1), \Phi v(t_2)) \leq D\left(g\left(t_1, h_0 + \int_0^{t_1} v(z)dz\right), g\left(t_2, h_0 + \int_0^{t_2} v(z)dz\right)\right) + \\
\int_0^{t_1} D\left(H\left(t_1, s, h_0 + \int_0^{s} v(z)dz, v(s)\right), H\left(t_2, s, h_0 + \int_0^{s} v(z)dz, v(s)\right)\right)ds \\
+ \int_1^{t_2} D\left(0, H\left(t_2, s, h_0 + \int_0^{s} v(z)dz, v(s)\right)\right)ds.
\]

Since \( g \) and \( H \) are continuous and \( H \) is bounded, it can be easily concluded that \( t_1 \to t_2 \) implies \( D(\Phi v(t_1), \Phi v(t_2)) \to 0 \). Thus \( \Phi v \in C([0, t_f], \mathbb{R}^2) \). Now, to complete the proof of well-definedness of \( \phi \), it is required and sufficient to show \( d(\Phi v, \hat{0}) \leq R \). From the conditions (i), (ii) and (iii), it follows

\[
D(\Phi v(t), \hat{0}) \leq & D\left(g\left(t, h_0 + \int_0^{t} v(z)dz, \hat{0}\right)\right) + \\
\int_0^{t} D\left(H\left(t, s, h_0 + \int_0^{s} v(z)dz, v(s)\right), \hat{0}\right)ds \\
\leq & M_0 + \int_0^{t} M_Hds \leq M_0 + t_f M_H \leq R.
\]

Therefore,

\[
d(\Phi v, \hat{0}) = \sup_{t \in [0, t_f]} D(\Phi v(t), \hat{0}) \leq R.
\]

Thus, \( \Phi \) maps \( \Lambda \) to itself.

Now, it is demonstrated that \( \Phi \) is a compact operator. Since the processes of this proof is long, in order to avoid confusion and to clarify the proof procedure, the following flowchart is proposed. In this flowchart, each rectangular contains an assertion which is proved by proving all the next assertions inside the different rectangles. Some assertions are demonstrated directly and some others are proven by using the theorems which are mentioned in the middle of lines connecting the rectangles.

By the definition of compact operator, it is enough to demonstrate \( \Phi(\Lambda) \) is relatively compact. According to Arzela-Ascoli theorem, relatively compactness of \( \Phi(\Lambda) \) is satisfied if \( \Phi(\Lambda) \) is equicontinuous and \( \Phi(\Lambda)(t) \) is relatively compact for each \( t \in [0, t_f] \).

In order to prove equicontinuity of \( \Phi(\Lambda) \), let \( v \in \Lambda \) and \( \epsilon \) is given. Since \( g \) is continuous, there exists some \( \delta_1 > 0 \) such that for \( (t_1, \nu_1), (t_2, \nu_2) \in [0, t_f] \times \mathbb{R}^2 \)

\[
\max\left\{|t_1 - t_2|, D(\nu_1, \nu_2)\right\} \leq \delta_1 \quad \rightarrow \quad D\left(g\left(t_1, \nu_1\right), g\left(t_2, \nu_2\right)\right) \leq \frac{\epsilon}{3} . \tag{3.9}
\]

By a simple calculation, for \( |t_1 - t_2| \leq \delta_1/R \), it can be proved that

\[
D\left(h_0 + \int_0^{t_1} v(z)dz, h_0 + \int_0^{t_2} v(z)dz\right) \leq \delta_1 . \tag{3.10}
\]

By combining (3.9) and (3.10), if \( |t_1 - t_2| \leq \delta_2 \) in which \( \delta_2 = \min\{\delta_1, \delta_1/R\} \) then

\[
D\left(g\left(t_1, h_0 + \int_0^{t_1} v(z)dz\right), g\left(t_2, h_0 + \int_0^{t_2} v(z)dz\right)\right) \leq \frac{\epsilon}{3} . \tag{3.11}
\]
Furthermore, since $H$ is continuous, there exists some $\delta_3 > 0$ such that $|t_1 - t_2| \leq \delta_3$ implies
\[
D\left(H(t_1, s, h_0 + \int_0^s v(z)dz, v(s)), H(t_2, s, h_0 + \int_0^s v(z)dz, v(s))\right) \leq \frac{\epsilon}{3M_f}.
\] (3.12)
Let $\delta = \min\{\delta_2, \delta_3, \frac{\epsilon}{3M_H}\}$ and $|t_1 - t_2| \leq \delta$. Then, (3.11) and (3.12) yields
\[
D(\Phi(v(t_1), \Phi(v(t_2))) \leq D\left(g(t_1, h_0 + \int_0^{t_1} v(z)dz, g(t_2, h_0 + \int_0^{t_2} v(z)dz)\right)
+ \int_0^{t_1} D\left(H(t_1, s, h_0 + \int_0^s v(z)dz, v(s)), H(t_2, s, h_0 + \int_0^s v(z)dz, v(s))\right)ds
+ \int_{t_1}^{t_2} D\left(0, H(t_2, s, h_0 + \int_0^s v(z)dz, v(s))\right)ds
\leq \frac{\epsilon}{3} + \frac{\epsilon}{3} + \frac{\epsilon}{3} = \epsilon.
\]
which means $\Phi(\Lambda)$ is equicontinuous.

In order to prove relatively compactness of $\Phi(\Lambda)(t)$, based on theorem 2.5 it is enough to prove $\Phi(\Lambda)(t)$ is compact supported and level-equicontinuous. To this end, let me to define the set $\hat{\Lambda}$ as
\[
\hat{\Lambda} := \left\{ w \in C([0, t_f], \mathbb{R}^n) \mid w(t) = h_0 + \int_0^t v(z)dz \& v \in \Lambda \right\}.
\]
Clearly $\hat{\Lambda}$ is bounded. By using compactness of $g$, one can concluded $g([0, t_f], \hat{\Lambda})$ is relatively compact and consequently by theorem 2.5, it is level-equicontinuous. By a similar reasoning, $H(G_0, \Lambda, \hat{\Lambda})$ is level-equicontinuous as well. So, for $\epsilon > 0$ there

\[
\Phi(\Lambda)(t) \text{ is level-equicontinuous}\]
exists $\delta > 0$ such that $|\alpha - \beta| < \delta$ implies
\[
d_{H}\left(\left[g(t, h_0 + \int_0^t v(z)dz)\right]^{\alpha}, \left[g(t, h_0 + \int_0^t v(z)dz)\right]^{\beta}\right) \leq \frac{\epsilon}{2} \quad \forall t \in [0, t_f], v \in \Lambda
\]
and for all $(t, s) \in G_0$ and $v \in \Lambda$
\[
d_{H}\left(\left[H(t, s, h_0 + \int_0^s v(z)dz, v(s))\right]^{\alpha}, \left[H(t, s, h_0 + \int_0^s v(z)dz, v(s))\right]^{\beta}\right) \leq \frac{\epsilon}{2|t_s|}. \tag{3.14}
\]
Hence, from (3.13) and (3.14)
\[
d_{H}\left(\left[\Phi(\Lambda)(t)\right]^{\alpha}, \left[\Phi(\Lambda)(t)\right]^{\beta}\right) \leq d_{H}\left(\left[g(t, h_0 + \int_0^t v(z)dz)\right]^{\alpha}, \left[g(t, h_0 + \int_0^t v(z)dz)\right]^{\beta}\right)
+ \int_0^t d_{H}\left(\left[H(t, s, h_0 + \int_0^s v(z)dz, v(s))\right]^{\alpha}, \left[H(t, s, h_0 + \int_0^s v(z)dz, v(s))\right]^{\beta}\right)ds
\leq \frac{\epsilon}{2} + \int_0^t \frac{\epsilon}{2|t_s|}ds \leq \epsilon.
\]
Therefore, $\Phi(\Lambda)(t)$ is level-equicontinuous in $\mathbb{R}^2_{+}$. Finally, it is necessary to show $\Phi(\Lambda)(t)$ is compact-supported. Let $v \in \Lambda$, then
\[
[\Phi(v)(t)]^0 = g\left(t, [h_0]^0 + \int_0^t [v(s)]^0 ds\right)
+ \int_0^t H\left(t, s, [h_0]^0 + \int_0^s [v(s)]^0 ds, [v(s)]^0\right)ds
\leq g\left([0, t_f], [\hat{\Lambda}]^0\right) + \int_0^t H\left(G_0, [\hat{\Lambda}]^0, [\Lambda]^0\right)ds,
\]
where
\[
[\hat{\Lambda}]^0 = \{v^0|v \in \hat{\Lambda}\} \quad \& \quad [\Lambda]^0 = \{v^0|v \in \Lambda\}.
\]
Since $\Lambda$ and $\hat{\Lambda}$ are bounded, it follows that $[\Lambda]^0$ and $[\hat{\Lambda}]^0$ are bounded. Considering compactness of $g$ and $H$, there exist compact sets $K_1$ and $K_2$ such that $g([0, t_f], [\hat{\Lambda}]^0) \subseteq K_1$ and $H(G_0, [\hat{\Lambda}]^0, [\Lambda]^0) \subseteq K_2$. Hence $\Phi(\Lambda)(t)$ is compact supported. Therefore, $\phi$ is a compact operator.

Now theorem 2.11 shows that the equation (3.3) has at least one solution $v$. From Lemma 3.1, the initial value problem (3.1)-(3.2) has at least one $(i)$-differentiable solution $h$ and
\[
h(x) = h_0 + \int_0^t v(z)dz.
\]
\[\square\]

**Case 2.** Suppose that $h$ is $(ii)$-differentiable. In the same spirit of case 1, in order to facilitate the investigation of existence and uniqueness results the following Lemma is proposed which converts the initial value problem (3.1)-(3.2) to an equivalent integral equation under the assumption of $(ii)$-differentiability of the solution.
Lemma 3.3. Consider the following nonlinear integral equation

\[ v(t) = g\left(t, h_0 \ominus (-1) \int_0^t v(z)dz\right) + \int_0^t H\left(t, s, h_0 \ominus (-1) \int_0^s v(z)dz, v(s)\right)ds \tag{3.15} \]

The equation (3.15) has a continuous unique solution \( v \) if and only if (3.1)-(3.2) has a unique (ii)-differentiable solution \( h \), such that

\[ h(x) = h_0 \ominus (-1) \int_0^x v(z)dz. \]

Proof. Similar to Lemma 3.3. \( \square \)

The most challenge in this case is the existence of H-difference \( h_0 \ominus (-1) \int_0^t v(z)dz \). Part (iv) of the following theorem ensures the existence of the H-difference.

Theorem 3.4. Let \( R > 0 \) and \( G_0, G_1 \) and \( G_2 \) are the same as in theorem 3.2. Consider the assumption (i)-(iii) of theorem 3.2 along with the following assumption,

(iv) \( \frac{\partial}{\partial r} h_0^- \geq C_1, \quad \frac{\partial}{\partial r} h_0^+ \leq C_2, \quad \frac{\partial}{\partial r} v^+ (t) \leq D_1, \quad \frac{\partial}{\partial r} v^- (t) \geq D_2, \quad \forall t \in [0, t_f] \)

and for all \( t \in [0, t_f] \) it holds that \( v^- (t) = v^+ (t) \). Then, the initial value problem (3.1)-(3.2) has at least one local (ii)-differentiable solution.

Proof. In a similar way of Lemma 2.2 of ref. [10], I have to show for all \( r \in [0, 1] \), \( \left[h_0^- + \int_0^t v^+ (t)dt, h_0^+ + \int_0^t v^- (t)dt\right] \) are \( r \)-cuts of a fuzzy number. This sentence is equivalent to show

\[ h_0^- + \int_0^t v^+ (t)dt \leq h_0^+ + \int_0^t v^+ (t)dt, \]

\[ h_0^- + \int_0^t v^- (t)dt \text{ is increasing with respect to } r, \]

\[ h_0^+ + \int_0^t v^- (t)dt \text{ is decreasing with respect to } r. \]

It can be proven that the above assertions hold true for all \( t \in [0, h] \), in which \( h = \min\{-\frac{C_2}{D_2}, -\frac{C_1}{D_1}\} \). For details of proof see Lemma 2.2 of ref. [10]. I use this \( h \) in the definition of the \( \Lambda \) i.e.

\( \Lambda := \left\{ v \in C([0, h], \mathbb{R}_+^f); d(v, \hat{0}) \leq R \right\} \).

In the same way of theorem 3.2, the operator \( \Phi : \Lambda \rightarrow \Lambda \) can be defined as

\[ \Phi v(t) = g\left(t, h_0 \ominus (-1) \int_0^t v(z)dz\right) + \int_0^t H\left(t, s, h_0 \ominus (-1) \int_0^s v(z)dz, v(s)\right)ds. \]

From Lemma 3.3, \( v \in C([0, t_f], \mathbb{R}_+^f) \) is a solution of (3.15) if and only if \( h = h_0 \ominus (-1) \int_0^t v(z)dz \) is a (ii)-differentiable solution of (3.1)-(3.2). So, to prove (3.1)-(3.2) has a (ii)-differentiable solution, it is enough to prove (3.15) has a continuous solution.
Clearly, a fixed point of $\Phi$ is a solution of (3.15). Thus, in order to show the existence of a solution of (3.15), it is enough to show $\Phi$ has a fixed point. For this purpose, according to the Schauder fixed point theorem, it is enough to prove $\Phi$ is a compact operator. The details of demonstration of this result is very similar to the theorem 3.2.

4. Uniqueness

Uniqueness of the solution of initial value problem (3.1)-(3.2) is also can be obtained applying some strong condition such as Lipschitz conditions.

**Theorem 4.1.** Let $g$ and $H$ are Lipschitz continuous, i.e. there exist some real positive numbers $L$, $L_1$ and $L_2$ such that

$$D\left(g(t,h_1),g(t,h_2)\right) \leq LD(h_1,h_2)$$

$$D\left(H(t,s,h_1,v_1),H(t,s,h_2,v_2)\right) \leq L_1D(h_1,h_2) + L_2D(v_1,v_2)$$

Then the initial value problem (3.1)-(3.2) has a unique solution both in (i)-differentiable and (ii)-differentiable cases.

**Proof.** Taking into account Lemma 3.1, the initial value problem (3.1)-(3.2) has a unique (i)-differentiable solution iff the integral equation (3.3) has a unique continuous solution. So in order to prove uniqueness of (3.1)-(3.2), it is enough to prove (3.3) has a unique solution. To prove uniqueness of solution of (3.3), let me assume $v_1,v_2$ are two solutions of (3.3) then

$$D(v_1(t),v_2(t)) \leq LD\left(h_0 + \int_0^t v_1(z)dz, h_0 + \int_0^t v_2(z)dz\right) +$$

$$\int_0^t \left(L_1D\left(h_0 + \int_0^s v_1(z)dz, h_0 + \int_0^s v_2(z)dz\right) + L_2D\left(v_1(s),v_2(s)\right)\right)ds$$

$$\leq L\int_0^t D(v_1(z),v_2(z))dz + \int_0^t \left(L_1\int_0^s D(v_1(z),v_2(z))dz + L_2D\left(v_1(s),v_2(s)\right)\right)ds$$

$$= L\int_0^t D(v_1(z),v_2(z))dz + L_1\int_0^t \int_0^z D(v_1(z),v_2(z))dzds + L_2\int_0^t D(v_1(s),v_2(s))ds$$

$$= L\int_0^t D(v_1(z),v_2(z))dz + L_1\int_0^t (t-z)D(v_1(z),v_2(z))dz + L_2\int_0^t D(v_1(s),v_2(s))ds$$

$$\leq (L + tL_1 + L_2)\int_0^t D(v_1(s),v_2(s))ds.$$

By using Gronwall’s lemma, I obtain that $D(v_1(t),v_2(t)) = 0$ on $[0,t_f]$ which yields $v_1 = v_2$.

In a similar way, one can prove the initial value problem (3.1)-(3.2) has a unique (ii)-differentiable solution. □

**Remark 4.2.** The fuzzy differential equations based on generalized Hukuhara derivative have some applicable limitations. In fact, if the time freely be increased, the solution diameter dramatically increase or decrease. This leads to incorrect solution in which the boundary lines diverge from each other under (i)-differentiability or cross each other under (ii)-differentiability. This shortcoming has been examined in [2]. They introduced mixed solutions as a possible way to tackle the problem. When
the kind of differentiability of the solution is changed within the domain (from (i) to
(ii) or inverse) the solution is called “mixed solution”. By using the same strategy for
the solutions of (3.1)-(3.2), the equivalent integral equations will be

\[
v(t) = \begin{cases}
g(t, h_0) + \int_0^t v(s)ds + \int_0^t H(t, s, h_0) + \int_0^t v(\tau)d\tau, v(s)ds, & t \in [0, t_s], \\
g(t, h(t_s) \cap (-1) \int_t^{t_s} v(s)ds) + \int_0^t H(t, s, h(t_s) \cap (-1) \int_t^{t_s} v(\tau)d\tau, v(s)ds, & t \in [t_s, t_f],
\end{cases}
\]

or

\[
v(t) = \begin{cases}
g(t, h_0) \cap (-1) \int_0^t v(s)ds + \int_0^t H(t, s, h_0) \cap (-1) \int_s^{t_s} v(\tau)d\tau, v(s)ds, & t \in [0, t_s], \\
g(t, h(t_s) \cap \int_t^{t_s} v(s)ds + \int_0^t H(t, s, h(t_s) \cap \int_t^{t_s} v(\tau)d\tau, v(s)ds, & t \in [t_s, t_f].
\end{cases}
\]

The point \( t_s \) is called switching point. Since for \( t \in [0, t_s] \), \( v(t) \) coincides with case 1 in (4.1) or case 2 in (4.2) and for \( t \in [t_s, t_f] \), \( v(t) \) coincides with case 2 in (4.1) or

\section{Examples}

\subsection{Example 1. (Case 1.) Consider the following implicit form of fuzzy integro-differential equation under (i)-differentiability}

\[ h'(t) = \cos(t).A \odot \frac{h^2(t)}{2} + \int_0^t h(s)h'(s)ds, \quad t \in I = [0, \frac{\pi}{5}], \]

\[ h(0) = 0, \]

in which \( A = (0, 1, 2) \) and the exact solution is \( h(t) = \sin(t).A \). In this example, we have

\[
\begin{cases}
g(t, h(t)) := \cos(t).A \odot \frac{h^2(t)}{2}, \\
H(t, s, h(s), h'(s)) := h(s)h'(s), \\
h_0 := 0.
\end{cases}
\]

Applying Lemma 3.1 along with (5.1), the equivalent integro-differential equation of this problem is

\[ v(t) = \cos(t).A \odot \frac{1}{2} \left( \int_0^t v(z)dz \right)^2 + \int_0^t \int_0^s v(z)v(s)dzds \]

with the exact solution \( v(t) = h'(t) = \cos(t).A \).

\subsection{Example 2. (Case 2.) Consider the following implicit form of fuzzy integro-differential equation under (ii)-differentiability}

\[ h'(t) = e^{-t}.(0, 2, 4) + (te^{-t} - 1).(0, 1, 2) + \int_0^t sh'(s)ds, \quad t \in I = [0, 1], \]

\[ h(0) = A, \]
in which \( A = (-2, -1, 0) \) and the exact solution is \( h(t) = e^{-t}.A \). In this example, we have
\[
\begin{align*}
g(t, h(t)) &:= e^{-t}.(0, 2, 4) + (te^{-t} - 1).(0, 1, 2), \\
H(t, s, h(s), h'(s)) &:= sh'(s), \\
\hat{h}_0 &:= A.
\end{align*}
\] (5.2)

Applying Lemma 3.3 and (5.2), the equivalent integro-differential equation of this problem is
\[
v(t) = e^{-t}.(0, 2, 4) + (te^{-t} - 1).(0, 1, 2) + \int_0^t sv(s)ds
\]
with the exact solution \( v(t) = h'(t) = e^{-t}.(0, 1, 2) \).

6. Conclusion

I demonstrate a lemma which converts the implicit form of fuzzy integro-differential equation to an equivalent fuzzy nonlinear integral equation. Using the recently published Schauder fixed point theorem in semilinear Banach space instead of using the classical Banach fixed point theorem, I studied the existence of the solutions for the proposed fuzzy implicit integro-differential equation. This requires weaker conditions than the classical Banach fixed point theorem. I considered (i) and (ii) kinds of generalized differentiability.
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